
EHR Usability Toolkit: A Background Report 
on Usability and Electronic Health Records 

 

Prepared for: 
Agency for Healthcare Research and Quality  
U.S. Department of Health and Human Services 
540 Gaither Road 
Rockville, MD 20850 
www.ahrq.gov
 

Contract No. HHSA290200900023I 

 
 
Prepared by:  
Westat 
1600 Research Boulevard 
Rockville, MD 20850-3129 

 

 

 
 
 
 
 
 
AHRQ Publication No. 11-0084-EF 
August 2011

 HEALTH IT 

http://www.ahrq.gov/


 

 

EHR Usability Toolkit: A Background Report on 
Usability and Electronic Health Records 

Prepared for: 
Agency for Healthcare Research and Quality 
U.S. Department of Health and Human Services 
540 Gaither Road  
Rockville, MD 20850  
www.ahrq.gov

Contract No. HHSA290200900023I 

Prepared by: 
Westat 
1600 Research Boulevard 
Rockville, MD 20850-3129 

Authors: 
Constance M. Johnson, Ph.D. 
Douglas Johnston, MTS  
P. Kenyon Crowley, M.B.A., M.S., C.P.H.I.M.S. 
Helen Culbertson, M.B.A.  
Helga E. Rippen, M.D., Ph.D., M.P.H. 
David J. Damico, M.A., C.H.F.P. 
Catherine Plaisant, Ph.D. 

Task Order Officer: 

Teresa Zayas-Cabán, AHRQ 

AHRQ Publication No. 11-0084-EF 
August 2011 

http://www.ahrq.gov/


 

ii 
 

Except where indicated otherwise, this document was prepared by Westat under Contract No. 
HHSA 290-2009-000231 and is therefore subject to the following license: The U.S. Government 
is granted for itself and others acting on its behalf a paid-up, nonexclusive, irrevocable, 
worldwide license in this work to reproduce, prepare derivative works, and distribute copies to 
the public, by or on behalf of the U.S. Government. Except where indicated by a copyright notice 
in Appendix D, members of the public may use and reprint this document. Further reproduction 
of Appendix D is prohibited without specific permission from the copyright holder. 

Suggested Citation: 

Johnson CM, Johnston D, Crowley PK, et al. EHR Usability Toolkit: A Background Report on 
Usability and Electronic Health Records (Prepared by Westat under Contract No. HHSA 290-
2009-00023I). AHRQ Publication No. 11-0084-EF. Rockville, MD: Agency for Healthcare 
Research and Quality. August 2011. 

This project was funded by the Agency for Healthcare Research and Quality (AHRQ), U.S. 
Department of Health and Human Services. The opinions expressed in this document are 
those of the authors and do not reflect the official position of AHRQ or the U.S. Department 
of Health and Human Services. 

None of the investigators has any affiliations or financial involvement that conflicts with 
the material presented in this report. 



 

iii 
 

Contents 

Executive Summary ..............................................................................................................1 

Chapter 1. Introduction........................................................................................................3 

Background .................................................................................................................3 
Project Purpose ...........................................................................................................4 
Toolkit Definition and Goals ......................................................................................4 
Report Organization ....................................................................................................5 

Chapter 2. Defining EHRs and Usability ............................................................................6 

EHRs Defined .............................................................................................................6 
EHR Functionalities and Uses ....................................................................................7 
EHR Usability Defined ...............................................................................................8 

Chapter 3. Primary Care Attributes .................................................................................11 

Primary Care Attributes ............................................................................................11 

Chapter 4. Usability Issues in EHRs .................................................................................14 

Usability Issues in EHRs ..........................................................................................14 
Usability Issues by EHR Functionality .....................................................................16 

Chapter 5. Methods and Tools to Measure Usability ......................................................18 

Search Strategy and Literature Review Process .......................................................18 
Candidate Usability Evaluation Methods .................................................................20 
Heuristic Evaluation..................................................................................................20 
Cognitive Walkthrough .............................................................................................20 
Laboratory Testing ....................................................................................................21 
Remote Evaluation ....................................................................................................22 
Usability Questionnaires ...........................................................................................23 
Other Human Factors Methods .................................................................................23 
Predictive Modeling—Goals, Operators, Methods, and Selection Rules (GOMS) 

and Keystroke Level Models (KLM) .....................................................................23 
Risk Assessment .......................................................................................................24 
Workload Evaluation ................................................................................................25 



 

iv 
 

Chapter 6. Assessment of Usability Methods ...................................................................27 

Usability Toolkit Selection Criteria ..........................................................................27 
Applicability of Usability Methods for EHR Toolkit ...............................................27 
Recommended Methods for the Toolkit ...................................................................28 

Chapter 7. Review of Usability Questionnaires ...............................................................34 

System Usability Scale (SUS) ..................................................................................34 
Questionnaire for User Interaction Satisfaction (QUIS) ...........................................35 
Computer System Usability Questionnaire (CSUQ) ................................................35 
Software Usability Measurement Inventory (SUMI) ...............................................36 
After Scenario Questionnaire (ASQ) ........................................................................36 
Usefulness, Satisfaction, and Ease of Use Questionnaire (USE) ..............................36 
Perdue Usability Testing Questionnaire (PUTQ) .....................................................37 
End-User Computing Satisfaction Questionnaire (EUCS) .......................................37 
Questionnaire Recommendations .............................................................................39 

Chapter 8. Conclusions .......................................................................................................41 

References  ...........................................................................................................................42 

Tables 

Table 1. Common usability issues by EHR functionality .....................................................17 
Table 2. Advantages and disadvantages of usability and other human factors methods ......29 
Table 3. Characteristics of usability questionnaires reviewed ..............................................38 

Appendixes 

Appendix A: Technical Expert Panel ...................................................................................53 
Appendix B: Annotated References Describing Methods Cited ..........................................54 
Appendix C: Web Sites for Nonproprietary Usability Questionnaires .................................59 
Appendix D. Sections From the Questionnaire for User Interface 

Satisfaction (QUIS) ............................................................................................................60 



 

1 
 

Executive Summary 

The reports funded by the Agency for Healthcare Research and Quality (AHRQ) and 
developed under the “Use of Dense Display of Data and Principles in Primary Care Health 
Information Technology (IT) Systems” project identified key shortcomings in the usability of 
certified electronic health record (EHR) products and the ways that health care organizations 
implement them.1,2 Notably, these shortcomings included a lack of standard practices, best-
practice sharing, and systematic processes. Key recommendations from these reports include 
establishment of usability as a core aspect of EHR certification and development of objective 
criteria that reflect best practices in EHR usability. 

To begin exploration of improving EHR usability, AHRQ contracted with Westat to develop, 
test, refine, and disseminate a Web-based toolkit for primary care providers to assess how well 
the usability of health IT systems support them in delivering safe, effective, and efficient care. 
This toolkit would also provide objective yet practical means to assess whether the usability of 
EHRs support such primary care functions as proper diagnosis, identification of high-risk 
patients, tracking of health parameters over time, and population health management. Finally, the 
toolkit should assess how well EHRs adhere to critical “best practice” usability principles as well 
as help to identify flaws in usability that might adversely impact the quality of care. Thus, three 
important objectives of this project are the following: 

1. Develop and refine a toolkit for primary care providers that supports rapid yet meaningful 
usability evaluations of EHRs. 

2. Disseminate the toolkit as a means to increase attention on the importance of EHR 
usability, to promote use of evidence-based usability evaluation methods, and to 
stimulate collaboration among entities developing and implementing EHR systems. 

3. Inform EHR accreditation efforts on usability, including those by the National Institute of 
Standards and Technology. 

To support these objectives, the project identified and convened a panel of experts from the 
fields of usability testing and assessment, biomedical and clinical informatics, human factors, 
cognitive psychology, human-computer interaction, tool development, and end-users of EHRs. 
Members of the expert panel (listed in Appendix A of this report) were called upon for their 
experience with existing toolkits and resources in the area and with measures and metrics for 
measuring usability of EHR systems, and to provide feedback on the design, testing, and 
dissemination of the toolkit. 

This report provides the basis for recommendations that will guide the development of an 
initial Web-based toolkit that supports primary care providers by identifying usability issues in 
their current EHRs. To ensure our recommendations are based on the most current evidence, we 
have reviewed and analyzed the literature on usability issues in health care information systems 
and on usability evaluation methods. 
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The toolkit will reflect the complex attributes of primary care settings—such as diversity of 
EHR users, complexity of shared tasks, differences in clinical encounters, and the variety of 
patients and conditions. The toolkit will also need to address usability issues often encountered 
by primary care EHR users including challenges in information processing, workflow 
interruption, and increases in cognitive burden stemming from poorly designed interfaces and 
EHR functions. Central to our approach, then, is ensuring that the attributes of primary care 
settings and the evidence of usability issues in EHRs inform selection of usability evaluation 
methods for inclusion in the Web-based toolkit. 

The authors searched the literature to identify the range of usability evaluation methods that 
could be used to identify problems in EHR systems. These methods include heuristic evaluation, 
cognitive walkthrough, remote evaluation, laboratory testing, and usability questionnaires. In 
addition, the authors reviewed other human factors methods that can be used to evaluate 
information systems. These are predictive modeling, risk assessment, and workload evaluation 
methods. These human factors methods are included because these methods can help to identify 
usability problems within a system. Based on the scope of the project, guidance from AHRQ and 
the Technical Expert Panel, and factors identified through consideration of EHR capabilities, 
usability problems, and attributes of primary care settings, high-level criteria for selecting 
methods for inclusion in the initial toolkit were developed. Two important criteria include the 
efficiency of a particular method (i.e., how easy it is to use and how quickly it can be applied) 
and the ability for primary care practices to administer a method independently from human 
factors experts. When assessing the advantages and disadvantages of existing usability 
evaluation methods with these and other criteria, it was determined that usability questionnaires 
would be the most practical, rapid, and useful methods for the initial toolkit. 

To meet the goals of this project, the report recommends the development of a Web-based 
toolkit consisting of three main components: assessment, education, and tailoring. The 
assessment component will consist of core usability questions most relevant to EHRs. The 
educational component will provide a description of the usability problem and why it is relevant 
to an EHR. It may also include links to resources to help toolkit users understand usability and a 
summary sheet that could be shared with vendors. The tailoring component will provide a 
summary that providers can share with vendors and EHR certifying bodies to complement their 
user-centered design programs. 
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Chapter 1. Introduction 

Background 
The current health care system in the United States delivers suboptimal quality3 and lacks a 

robust health care information infrastructure. The Committee on Quality of Health Care in 
America concluded that information technology (IT), through the widespread automation of 
clinical records, must perform a pivotal role in the redesign of the U.S. health care system.3 To 
move forward on providing this infrastructure, the Federal Government supported the national 
adoption of electronic health records (EHRs) because of the promise that the adoption and use of 
health IT can increase health system efficiency, improve care quality, and reduce medical errors. 
Most recently, the Health Information Technology for Economic and Clinical Health (HITECH) 
Act, enacted as part of the American Recovery and Reinvestment Act of 2009, provides financial 
incentives and technical assistance to support health care providers in implementing and using 
EHRs and beginning in 2015 will penalize those who do not—as a means to achieve widespread 
adoption of health IT. Although health IT offers the potential to change the way health care is 
structured and delivered, the success of universal implementation will depend heavily on how 
well these systems support clinicians and other stakeholders in performing their work. EHR 
usability and accessibility are crucial to effective health IT adoption and to realizing value from 
these systems. 

Primary care practices are a key component of the U.S. health care system, providing acute, 
chronic, and preventive care services. Clinicians in these practices continually process complex 
data, information, and knowledge to support a range of activities across diagnosis, care planning, 
treatment, and health management. As such, primary care practices are an important area of 
focus for national EHR adoption efforts. Although EHRs offer the potential to provide complete, 
accurate, and timely data and decision support, these systems have not been adopted widely in 
primary care settings.4 In addition to financial, organizational, and technological barriers,5 poor 
user interfaces (UIs) have been cited as a major obstacle to the acceptance and use of health care 
information systems.6-9 

Deficiencies in user interface design primarily stem from a lack of understanding of the 
cognitive needs of the clinicians, and from a failure to fully account for common problems in 
human-computer interaction.8 Information displays that do not match the user’s workflow or 
mental models, or do not appropriately represent data and information, can lead to inefficient 
care such as missing information important to diagnoses or ordering of unnecessary tests.8,10,11 
To assist with clinical reasoning, problem solving, and decisionmaking, primary care clinicians 
need a succinct representation of complex clinical data. Health IT applications—especially 
EHRs—must be designed, developed, and evaluated with serious consideration of the 
characteristics of the users, their tasks, and their environments. Yet, systems that discount 
important user characteristics, workflows, tasks, cognition, preferences, and usability issues 
continue to be designed and implemented, resulting in systems that are inefficient, ineffective, or 
unusable,8,12,13 and that may become independent sources of error.14-16 
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The application of well-documented usability principles and guidelines to EHR interface 
design and evaluation will help create systems that clinicians can use easily, safely, accurately, 
and efficiently. While the importance of human factors issues such as usability is widely 
recognized,17-21 the application of usability principles and guidelines remains limited. Recent 
public and private sector initiatives have produced resources to inform the design and assessment 
of usable EHR interfaces, but there are no universally accepted software tools that support 
usability problem reporting and analysis.22 

Project Purpose 
Funded by the Agency for Healthcare Research and Quality (AHRQ), the EHR Usability 

Toolkit project focuses on developing, testing, refining, and disseminating practical tools for 
assessing EHR usability. The goal of this toolkit is to provide a practical and useful way to assess 
whether the usability of EHRs supports such primary care functions as proper diagnosis, 
identification of high-risk patients, tracking of patient health parameters over time, and 
population health management. In addition, this toolkit seeks to assess how well system 
implementations adhere to critical “best practice” usability principles as well as to identify flaws 
in usability that might adversely impact the quality or safety of care. A panel of experts in 
cognitive science, health IT, primary care, and human factors engineering has been created to 
provide guidance throughout project phases, including the development of this report and toolkit 
design, testing, and dissemination. A list of the expert panelists who are serving on the Technical 
Expert Panel can be found in Appendix A. 

Building on prior AHRQ work,1,2 and referencing other public23 and private24 sector usability 
initiatives, this project will rely upon the best available evidence to produce an effective toolkit 
to support primary care providers in assessing the usability of their current EHRs. The intended 
users of this toolkit are primary care providers (including physicians, physician assistants, and 
nurse practitioners in the primary care setting taking care of patients, whose goals and tasks may 
vary depending on their role and responsibilities. Although nonclinicians may use the system, the 
focus is narrowed to ensure adequate attention to the main users of the EHR in the primary care 
setting, the providers. Moreover, the toolkit may also be valuable to vendors, health IT 
organizations, and EHR certification organizations to test systems and as a guideline for the 
types of tests they could potentially use to test their systems. 

Toolkit Definition and Goals 
The EHR usability toolkit is being constructed with multiple objectives in mind. First it is 

envisioned to be a collection of evaluation tool(s), feedback mechanisms, and educational 
content developed to accomplish the following goals: (1) allow the toolkit user (clinician) to 
appraise how easily and effectively the EHR system supports key clinical tasks, (2) evaluate how 
well usability of the EHR system supports workflow, (3) assess how well the EHR system 
adheres to “best practice” usability principles, and (4) identify flaws in information and interface 
design that are likely to constrain use and/or adversely impact the quality or safety of care. 



 

5 
 

A secondary goal of the toolkit is to provide usability evaluation methods for those 
developing ambulatory care EHRs. By assessing their systems with the methods provided in the 
toolkit, vendors can identify global usability issues within their EHRs. 

Finally, the toolkit may inform a methodology and framework that will serve as a core 
component of National Institute of Standards and Technology’s (NIST) program to accredit EHR 
system usability. 

Report Organization 
This background report provides the basis for recommendations and requirements for 

developing an EHR usability toolkit. The report summarizes findings from a literature review on 
general usability issues in information systems, specific usability issues in EHRs, and usability 
evaluation methods. By comparing common usability issues against existing usability evaluation 
methods, this report provides recommendations for which methods should be included in the 
toolkit. 

This report is organized as follows. Chapter 2 defines EHR systems, their core functions, and 
discusses usability factors important to effective use of information systems. Chapter 3 reviews 
primary care settings. Chapter 4 reviews usability issues in EHRs. Chapter 5 provides a review 
of the methods and tools to measure usability, while Chapter 6 discusses which of these methods 
are most appropriate for inclusion in the toolkit. Chapter 7 reviews and assesses specific 
instruments associated with the methods identified in Chapter 6, and conclusions are presented in 
Chapter 8. 
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Chapter 2. Defining EHRs and Usability 

To support the review of usability problems and evaluation methods, this chapter defines 
EHR systems, their core capabilities, and the roles these systems serve with clinicians. It also 
defines usability and how usability can be operationally measured through its core attributes: 
useful, usable, and satisfying. 

EHRs Defined 
Computerized patient records have been characterized in many ways, most commonly as 

either electronic medical records (EMRs) or electronic health records (EHRs). The primary 
difference between the two is interoperability, or the ability for systems to share clinical data and 
functions electronically across organizations. EMRs are used within one organization whereas 
EHRs are used across more than one health care organization.25,26 For the purposes of this report, 
we will use EHR to encompass all electronic patient records since the U.S. health care system is 
moving towards interoperability of all records. 

The definition of the EHR has varied over time due to the complexity of summarizing all of 
the numerous and diverse components inclusively. For example, the International Organization 
for Standardization (ISO) definition of the EHR is “a repository of information regarding the 
health of a subject of care, in a computer processable form.”27 However, the Healthcare 
Information and Management Systems Society’s (HIMSS) definition is more inclusive and 
comprehensive. It defines an EHR as “a longitudinal electronic record of patient health 
information generated by one or more encounters in any care delivery setting. Included in this 
information are patient demographics, progress notes, problems, medications, vital signs, past 
medical history, immunizations, laboratory data and radiology reports. The EHR automates and 
streamlines the clinician’s workflow. The EHR has the ability to generate a complete record of a 
clinical patient encounter—as well as support other care-related activities directly or indirectly 
via interface—including evidence-based decision support, quality management, and outcomes 
reporting.” 28 

Many health care professionals—physicians, nurses, radiologists, pharmacists, laboratory 
technicians, and radiographers—use various components of EHRs. Additionally, EHR data may 
also be used by patients through patient portals, or linked to their personal health record (PHR).29 
EHRs are used in numerous care settings such as hospitals, ambulatory care, nursing homes, 
community care, home health agencies, dental care, and pharmacies; however, for the purposes 
of this report, we are focusing on ambulatory care settings, specifically primary care. 

EHRs are, in many ways, collections of applications and features that support different users 
across a range of clinical and administrative tasks. To help assess the range of usability issues 
associated with EHRs, it is important to understand these systems both in terms of their 
capabilities—the range and types of EHR features—as well as their uses—the role that EHRs 
serve in supporting clinical and administrative tasks. For this project, we define EHRs as 
discussed below. 
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EHR Functionalities and Uses 
The Institute of Medicine identified eight key functionalities of an EHR for the care and 

management of patients.30 

1. Health information and data management. The EHR may record and display a wide 
variety of health data, which may be in structured (coded) or unstructured form. Key 
types of data include patient demographics, problems, medications, allergies, test results, 
lists of procedures, clinical notes, and treatment plans. 

2. Order entry management. Computerized provider order entry (CPOE) enables care 
providers to order medications, laboratory and radiology tests, procedures, and other 
order types electronically. 

3. Results management. When interfaced with ancillary systems, EHRs may enable 
electronic access to results of laboratory, radiology, microbiology, and pathology tests as 
well as findings from consults. 

4. Clinical decision support (CDS). The report on A Roadmap for National Action on 
Clinical Decision Support defines CDS as providing “clinicians, staff, patients, or other 
individuals with knowledge and person-specific information, intelligently filtered or 
presented at appropriate times, to enhance health and health care. It encompasses a 
variety of tools and interventions such as computerized alerts and reminders, clinical 
guidelines, order sets, patient data reports and dashboards, documentation templates, 
diagnostic support, and clinical workflow tools.” 31 The most common type of CDS tools 
are alerts and reminders, which include warnings of drug interactions, allergies, and 
contra-indications; warnings of out-of-range test results; and reminders for guideline-
based interventions or screenings.32 

5. Electronic communication and coordination. EHRs may facilitate electronic 
information sharing through interfacing with other EHRs and health information 
exchanges. EHRs may support care coordination through data sharing, as well as through 
providing access to secure communication tools such as patient and clinical messaging. 

6. Patient support. EHRs may provide clinicians with access to electronic patient 
education material, and connect to local and remote (home) monitoring systems. EHRs 
may also provide patients with access to their personal health information though a portal 
or extract data for use in PHR platforms. 
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7. Reporting and population health management. By interfacing with registries and 
public health systems, EHRs may be able to support reporting of communicable diseases 
and disease outbreaks to public health agencies. By supporting the aggregation, reporting, 
and analysis of data across patients, EHRs help to identify and manage populations of 
patients. This includes the ability to provide reporting of quality and meaningful use 
measures. 

8. Administrative processes. EHR systems may be able to capture patient demographic 
data and support optimal coding of charges for services. EHR systems may link to billing 
systems to help streamline the claims submission process. 

In real-world systems, these functionalities are represented in many different features and 
functions. For a comprehensive review of published studies on the functionality of the EHRs, 
see the AHRQ report Incorporating Health Information Technology Into Workflow Redesign.33 

EHRs are used across a range of clinical and administrative processes, including patient care 
delivery, care management, financial and other administrative processes, and patient self-
management.30 During clinical encounters, EHRs support such general tasks as “review patient 
history, conduct patient assessment, determine clinical decision, develop treatment plan, order 
additional services, prescribe medications, and document visits.”2(p3) Armijo and colleagues 
additionally define the use of EHRs as aiding four different cognitive processes involved in these 
general tasks. As a memory aid, EHRs reduce “the need to rely on memory alone for information 
required to complete a task.” As a computational aid, these systems reduce “the need to mentally 
group, compare, or analyze information.”2 As a decision support aid, EHRs enhance “the ability 
to integrate information from multiple sources to make evidence-based decisions.”2 Finally, as a 
collaboration aid, these systems enhance “the ability to communicate information and findings 
to other providers and patients.”2(p2) 

EHRs are multifaceted applications that are usually integrated with other systems or 
modules; as such, EHRs are not static systems, but are typically updated, customized, and 
configured to support a range of users and tasks across clinical and administrative processes. In 
this regard, EHRs may offer a few core functionalities: what is termed “EHR-Lite,” consisting of 
a few basic features such as health information and results reporting to more advanced systems 
integrating all of the functions described above. This level of design is amenable to mobile 
platforms, such as smartphones, and will not be considered in this toolkit as it does not represent 
a comprehensive EHR. Nonetheless, defining EHRs in terms of their functionalities and uses will 
help structure the identification and analysis of usability problems (according to a specific 
function) and the usability methods and instruments appropriate for use in the toolkit. 

EHR Usability Defined 
Usability is important in promoting both the widespread adoption and “meaningful use” of 

EHRs as prescribed in the HITECH Act. While utility refers to the existence (or absence) of a 
system capability or feature necessary to carry out a task, usability describes how easy it is for 
users to accurately and efficiently accomplish a task while using a system. Missing critical 
functionalities, poor reliability of the software, or inadequate match between interface features 
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and user tasks in general will have a strong impact on users’ ability to conduct their work, 
independently from the usability of the available system features. 

The National Center for Cognitive Informatics and Decision Making in Healthcare (NCCD) 
funded by the Office of the National Coordinator for Health IT under the Strategic Health IT 
Advanced Research Projects (SHARP) Program, defines usability based on its TURF (Task, 
User, Representation, and Function) framework as “how useful, usable, and satisfying a system 
is for the intended users to accomplish goals in the work domain by performing certain 
sequences of tasks.”34(p3) This definition establishes a framework for setting usability goals and 
specific evaluation measures. Within the TURF framework there are three dimensions and 
measures of usability. These are the following: 

• Useful refers to “how well the system supports the work domain where the users 
accomplish the goals for their work, independent of how the system is implemented.” 
34(p4) A system is useful if it contains the domain functions necessary and only those 
functions that are essential for the work. Useful is measured by the “percentage of 
domain functions in the EHR vs. all domain functions in the work domain and percentage 
of domain functions over all functions (domain and nondomain) in the EHR.”34(p4) 

• Usable refers to whether a system “is easy to learn, easy to use, and error-tolerant.”34(p4) 
Usable may be measured by learnability, efficiency, and error tolerance. 

– Learnability is how quickly a new or novice user learns or relearns the user 
interface to conduct basic tasks. Learnability is dependent on the consistency of 
the interface and the ability of the interface to allow exploratory learning by 
including undo or cancel functions.24 It can be measured by the time it takes to 
learn a new task. 

– Efficiency is defined as the speed with which a user can complete a task or 
accomplish a goal. It is typically measured by the length of time required to 
complete a task, task success, number of keystrokes, and number of screens 
visited.24,35 Efficiency may also be measured by objective measures of mental 
effort, such as the percentage of mental steps over all steps (mental and physical). 

– Error tolerance refers to the ability of the system to help users avoid and recover 
from error. Examples of error measurement include frequency of errors and 
recovery rate of errors. 

• Satisfying consists of a set of subjective measures regarding a user’s perception of a 
system’s usefulness and impact and how likable a system is.24,35 The main measures 
include instruments and interviews that may measure the users’ perception of a system.34 

One proposed advantage of using the TURF framework usability dimensions is that all three 
dimensions (useful, usable, satisfying) can be measured systematically, and in the case of the 
first two dimensions, there are objective and empirically proven measures available. 
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There are a wide range of usability factors that may be extended or grouped under the 
usability factors above. For example, the degree of simplicity and degree of naturalness,* 
respectively, may be viewed as extensions to the factor of learnability. Further, factors may be 
extensible and flexible depending on the system’s use environment. For example, the concept of 
usable may be extended to a measurement of “interruptibility” in the primary care setting, which 
measures how well a user can operate the system in an environment beset by frequent task 
shifting and disruptions to the flow of activities. We consider that the usability factors outlined 
above are sufficient for identifying the majority of fundamental usability problems found in 
EHRs in primary care settings. Thus each of these factors should be identified and quantified 
within the methods offered in the toolkit. 

 
Summary. There are eight core functionalities of EHRs that are relevant to the design of the 

toolkit. For the purposes of developing the toolkit, usability is defined in terms of three main 
attributes: useful, usable, and satisfaction, which have several subdomains and facilitate 
measurement. The main usability factors described above will help frame which general usability 
factors need to be assessed within a usability toolkit. Since the toolkit is focused on the use of 
EHRs in primary care settings, the next chapter discusses important attributes of primary care 
settings that should inform selection of methods and analyses for inclusion in the toolkit. 
Examples of current usability problems specific to EHR functions are also discussed in 
Chapter 4. These examples show how pervasive usability problems are in currently implemented 
EHRs. 

                                                 
*Naturalness makes reference to how automatically “familiar” and easy to use the application feels to the user, and how consistent 

the design and screen flows correlate to the user’s tasks and expectations.85  
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Chapter 3. Primary Care Attributes 

This chapter reviews some of the important aspects of primary care practices that should 
inform selection of usability methods and toolkit development, including the types of users, their 
tasks, and their environments. We additionally provide examples from the literature regarding 
common usability issues with existing EHR systems. 

Primary Care Attributes 
Prior work has noted that primary care settings and EHR users within these settings have 

attributes important to assessing EHR usability.20,24,35-38 These include the following: 

• Diverse users. In primary care settings, EHR users include a range of clinical and 
administrative staff, such as physicians, nurses, physician assistants, advanced nurse 
practitioners, medical assistants, and office staff. For all these users, the ability to quickly 
gather, select, and interpret information is critical to effective decisionmaking. These 
users also possess a range of skills, knowledge, experiences, and responsibilities; as such, 
they may have different mental models and methods for performing tasks. Well-designed 
EHRs and tests for assessing their usability must consider the range of users, their 
information needs, and corresponding mental models. 

• Varied encounters and patients. Primary care practices treat a wide range of acute and 
chronic conditions and offer preventive care services. Further, within a given population, 
primary care providers treat patients at different levels of disease severity and with 
varying comorbidities (for example, type 2 diabetes and heart disease). From the simple 
to the complex, from the urgent to the longitudinal, from the preventive to the 
therapeutic, primary care practices and their information systems must support 
interventions for a wide range of clinical situations. Accordingly, a prior AHRQ report 
has suggested that the evaluation of EHR usability in primary care settings focus on four 
areas: acute care, chronic care, preventive care, and care of patients with undifferentiated 
symptoms.2 

• Complex tasks. Common tasks in primary care are frequently complex. For example, in 
order to “refill a medication,”24 primary care providers need to consider the following: 

1. Past data points (e.g., medication history, last visit date, relevant lab values, last clinic 
note). 

2. Future data points (e.g., next lab or visit date). 

3. Medical evidence personalized for the patient (e.g., what is the cholesterol goal for 
this patient, how often do labs need to be checked on this medication). 
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4. Contextual relevance of #1-3: where is the patient in the life cycle of this medication 
(e.g., did he or she just start it or has the patient been on it for 5 years, reason for 
refill). 

5. Task of formally creating/approving the refill. 

6. Review of cost and formulary coverage that may affect medication options and cost: 
communicating with their assistant or the pharmacy if needed. 

Furthermore, Armijo et al. outlines seven key example tasks that an EHR in a primary care 
setting needs to support,2 and we offer an eighth task (followup activities). A well-structured 
usability assessment should consider these common tasks, which include the following: 

1. Review patient history 

2. Conduct patient assessment 

3. Determine clinical decision 

4. Develop treatment plan 

5. Order additional services 

6. Prescribe medication 

7. Document visit 

8. Followup activities 

• Shared workflows. Across primary care practices, multiple clinicians are often 
involved in the care of a single patient. At different points during a single encounter, 
nurses, physician assistants, and physicians are interacting with patients either 
separately or together in assessing problems, making diagnoses, determining 
therapeutic options, and communicating care plans. EHRs must support the 
collaboration of clinicians in jointly completing a task, or set of related tasks, in 
caring for patients. Similarly, assessments of EHRs need to account for the shared 
nature of therapeutic and preventive care. 

• High pressure, interruptive environments. Primary care clinicians are typically 
conducting tasks under significant time pressure and in environments that include 
multiple demands for their attention. The ability of an EHR system to meet the 
demands of this environment will affect efficiency and effectiveness, which are 
defined as the ability to complete a task quickly and accurately, respectively, and are 
considered two of the most important human factors for EHR users.24 

• Risk averse, low tolerance for errors. As with all care providers, primary care 
clinicians seek to maximize benefits to patients while minimizing risks to their 
health—and to the clinician’s own legal liability—from different therapies and 
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procedures. Moreover, primary care clinicians have little tolerance for errors. Systems 
that are difficult to use and do not reliably aid clinicians may lead to errors in 
documentation or suboptimal judgment—resulting in unnecessary risks to patients 
and increased liabilities to providers. 

The diversity of users, complexity of needs, varieties of patients, approaches to task 
completion, accompanying time pressures, and low tolerance for errors are important 
considerations in determining what evaluation methods are most appropriate and relevant for the 
toolkit. Primary care attributes, then, will inform the development of selection criteria used in 
our assessment of usability methods in later chapters of this report. Whatever method(s) are 
selected, they must be able to assess the three usability factors outlined in the prior chapter. 

In addition to selection of usability methods, these primary care attributes are also important 
to consider in the design of the toolkit itself. Ideally, an effective toolkit will account for these 
attributes and be tailored to meet clinician’s needs for fast, accurate, clear, and actionable results 
from usability assessments of their current EHRs. 

Summary. Primary care settings feature a diversity of EHR users with complex needs, 
different approaches to task completion, and low tolerance for errors. They serve a variety of 
patients with a range of conditions in a highly interruptive, time-pressured environment. These 
attributes are important to consider when evaluating usability methods and designing the toolkit. 
Chapter 4 delves into examples of specific EHR usability issues encountered in primary care as 
well as other health care settings.  
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Chapter 4. Usability Issues in EHRs 

We identified several studies from inpatient and outpatient settings that consistently reported 
a few core EHR usability issues. EHRs, and specific features within these systems, such as order 
entry and results reporting, have been shown to exhibit the following usability issues: poor 
organization and display of information, interference with practice workflow, increase in 
cognitive burden, and poor functional design. 

Usability Issues in EHRs 
Poor organization and display of information. To perform tasks efficiently and correctly, 

clinician EHR users need clear, concise, and easily accessible information, and well-integrated 
system functions. The limited screen space and poor interface design of some systems add to 
clinician’s cognitive workload and increase the risk of errors.14,20 For example, Smith et al. 
describes three case studies where poor screen design and layout increased prescribing errors in 
e-prescribing systems.39 In a tertiary teaching hospital, Koppel et al. found that some order entry 
system displays did not provide a coherent view of patients’ medications, separated ordering 
functions, or had inflexible ordering formats. These issues were associated with errors such as 
double dosing, incompatible orders, or wrong orders.16 

Interference with practice workflow. Research indicates the importance of EHRs matching 
the workflow of its users, making information easy to find and allowing for quick navigation 
within and across functions.12 Yet a chief complaint about EHR systems is that they do not 
integrate well with user workflows; health care providers often cite the need to change their 
workflow as one of the main reasons for not adopting an EHR.32 Research on clinical 
documentation systems in an inpatient setting shows that unless there is compatibility between 
the work structure imposed by the system and routines that clinicians typically follow, there is 
likely to be resistance to the technology.40 According to Khajouei’s systematic review,41 lists that 
require scrolling do not match the workflow pattern of physicians. Presumably, scrolling through 
long lists is time consuming. These long lists also often have options grouped too close together, 
making it very easy for the user to incorrectly choose the option above or below the correct 
options.41 

Further, the lack of integration between systems may inhibit optimal workflows.42 An 
example of this is when a system recommends an action but does not enable a user to easily and 
quickly complete that action.43 Specifically, a drug-drug interaction alert might also offer 
suggestions for other drugs and feature a direct link to the order entry system for ordering the 
suggested medication(s).44 Further, the lack of integration with administrative systems, such as 
billing and scheduling, creates additional steps in the practice workflow.45 

Increases in cognitive burden. Clinicians are typically conducting tasks under significant 
time pressure and in settings that include multiple demands for their attention. Clinicians must 
also process a massive amount of information while remaining accurate and efficient. When 
combined, time pressures, conflicting demands, and information burden can lead to cognitive 
overload.24 The likelihood of errors increases when EHR systems do not adequately support the 
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mental models of physicians.46 For instance, an EHR’s failure to cluster test results in 
meaningful ways increases a clinician’s cognitive burden; grouping tests related to a certain 
diagnosis is a way to help alleviate this problem.47,48 A lack of visual cues for lab results that are 
out of normal range is another issue that can tax clinician’s cognitive resources.49 Several studies 
have identified practices that they believe will improve their management of test results, such as 
highlighting abnormal results by placing them at the top of a list and grouping meaningful items 
together, so that all tests related to a certain diagnosis can be seen together.47,48 

The problem of cognitive burden also extends to problems with naming conventions. A lack 
of standard clinical nomenclatures, or poor implementation of these nomenclatures within EHRs, 
makes information search and retrieval difficult across systems.50 

Additionally, physicians experience an increase in mental workload from alerts. Low 
specificity and high frequency of alerts are causes of alert fatigue,37 and clinicians may override 
useful alerts due to this fatigue.51 A lack of visual cues and feedback, especially for severe alerts, 
can compound mental workload and alert fatigue.49 

Poor design of system functions. The challenges EHRs pose to clinician’s workflow may 
stem from the design of EHR functions. Poor documentation capability at the point of care 
affects the quality of information to support health care decisions as well as other key activities 
including compliance, external reporting (such as population health and surveillance activities), 
and billing.52 Excessive use of defaults, templates, and copying may affect data quality and 
increase potential for fraud and abuse.52 Several studies document provider dissatisfaction with 
the clinical note format in their EHR systems.53 For instance, many EHRs only provide discrete 
fields that force providers to choose one symptom over another by clicking a checkbox, and 
constrain free-form notation to describing or annotating that symptom.53,54 A comprehensive 
analysis of a large body of handwritten clinical notes showed that forcing a physician to choose 
one option to describe a given symptom was not adequate for matching the workflow of the 
physician.55 Moreover, limiting options may prevent a physician from adequately documenting a 
patient’s condition and may potentially lead to adverse outcomes. A time-motion study of a 
clinical documentation system in an inpatient setting40 found that clinicians requested the 
software vendor to add free-text data capture to their EHR. Although this may be problematic for 
those trying to develop and implement more robust CDS interventions, there is a need for a 
balance when structured data are preferred to enable other EHR functionality, and it may be that 
better representations of fields or options are needed to capture relevant clinical information. 

Management of test results is another area of particular concern for health care providers.48 
Errors in managing test results can create significant harm to patients.56 Finally, well-designed 
ordering capabilities are important to clinicians. Certain features, such as auto-fill of 
medications, are more likely to improve usability by increasing efficiency and thereby increasing 
provider use of the system.57 
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Usability Issues by EHR Functionality 

In addition to these general usability problems found in the EHR, we cluster these findings 
by EHR functionality as seen in Table 1. This categorization of these problems found in the 
literature allows the development of tools within the toolkit to focus on specific usability issues 
found in specific areas of the EHR and additionally on the tasks and workflow of the users. 

Table 1. Common usability issues by EHR functionality 
EHR Capability Examples from the literature 

Across all 
functionalities 

• Poor organization of the information display that fails to balance the information needs of 
the physician and the presentation of information; it may include overly cluttered screens 
or screens that do not present all the necessary information.14,17,20,24,36,46,55,58 

• Poor documentation functionality at the point of care, which affects the quality of 
information to support health care decisions as well as other key uses including 
compliance, external reporting (such as population health and surveillance activities), 
and revenue cycle management.52 

• Excessive layers of screens and click-through increase burden and disrupt the 
workflow.41,59 

• Practice workflows that are not aligned to support efficient and effective use of the 
technology.14,43,60-63 

Health 
Information and 
Data 
Management 

• Lack of options for structured data entry may increase workload and affect data 
quality.14,52,64 

• Lack of options for free text entry (i.e., overly structured notes) may remove important 
context.39,52-54,65 

• Excessive use of defaults, templates, and copying may affect data quality and increase 
potential for fraud and abuse.52 

Order Entry 
Management 

• Prescribing systems that are not integrated with other parts of the EHR system, for 
example, with preferred formulary lists, pharmacy database, and clinical decision support 
systems.44,58,66,67 

• Lab order systems that fail to cluster laboratory tests into groups that match preferred 
cognitive patterns.41,68 

Results 
Management 

• Failure to present results information to match the physician’s cognitive pattern; for 
example, the system only lists test results alphabetically, whereas physicians may prefer 
chronological or clustered by clinical relevance or severity listing of results.24,36,48,69,70 

• Failure to warn if a patient has missed a test.48,70 
• Use of lists that require scrolling.41 

Clinical 
Decision 
Support 

• A lack of customization of alerts for sensitivity or severity leads to poor implementation, 
limited use of decision support, and alert fatigue.37,51,52,57,71-75 

• Decision support systems that do not allow the filtering of certain alerts that the clinician 
may find inconvenient or not clinically useful based on their practice setting (e.g., certain 
drug-drug interactions, or excluding certain drug-allergy cross-sensitivity rules).76 

• Alerts that are not accompanied with appropriate visual cues, such as based on 
severity.49,51,77 

• The lack of integration between dual systems in order to complete a recommended 
action; for example, the decision support system recommends an alternate drug dose, 
but does not integrate with the e-prescription system to provide for easy selection and 
ordering of the recommended drug.39,42,43,54,58,78 

• Ill-timed alert during encounter, not useful or inappropriate alerts.46 
• Not useful or inappropriate alerts.46 
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Table 1. Common usability issues by EHR functionality (continued) 
EHR Capability Examples from the literature 

Electronic 
Communication 
and Coordination 

• Lack of standard nomenclatures across systems can make search, retrieval, 
and comprehension difficult.50,79,80 

Patient Support • Lack of ability to provide patient education materials in plain English.48,81-84 

Administrative 
Processes 

• Lack of integration with administrative systems, such as billing and 
scheduling.45,59 

We identified usability issues specific to EHR functionalities. These usability issues will be 
important to factor into the development of selection criteria for including or excluding methods 
from the toolkit. Ideally, methods and instruments for usability evaluation should be assessed 
and selected based on whether or not they target specific system functionalities and issues. 

However, in real-world settings, the general usability problems we discussed are not discrete: 
EHR design and usability issues contribute to each other. For instance, poor information displays 
and poor design of EHR functions may impede clinicians’ workflow and, consequently, increase 
their cognitive burden. In terms of toolkit development, the initial toolkit should help users 
correctly identify broad issues that span across an EHR’s functionalities and not focus solely on 
discrete system functions. Consequently, usability evaluation methods should also be reviewed, 
in part, based upon their ability to support general assessments. 

Summary. EHR systems have been shown to suffer from several common usability issues 
that, like primary care setting attributes, need to inform toolkit development—notably the criteria 
for review and selection of evaluation methods. In Chapter 5, then, we describe the range of 
methods and tools for measuring the usability of EHR systems. 
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Chapter 5. Methods and Tools to Measure Usability 

To determine usability evaluation methods that could be incorporated into a toolkit for 
primary care clinicians, we first compiled a list of conventional methods. Although there are 
many usability methods that should be employed in the design and development of EHRs, we 
focused primarily on evaluation methods, since the toolkit will be used by primary care practices 
to evaluate EHR systems. We begin by discussing our review of the literature to identify 
usability evaluation methods, and follow with a description of each method under consideration 
for inclusion in the toolkit. 

Search Strategy and Literature Review Process 
To identify usability evaluation methods that should be taken into consideration for inclusion 

in the toolkit, we first compiled a master list of methods. We used a user-centered design 
framework to begin the search for methods in our review. This framework is outlined in the 
NIST Guide to the Processes Approach for Improving the Usability of Electronic Health 
Records,35 but also documented elsewhere in detail.85-87 The framework consists of seven phases: 
(1) planning, (2) determining context of use, (3) determining user needs and requirements, 
(4) developing information architecture, (5) developing a low-fidelity prototype, (6) developing a 
high-fidelity prototype, and (7) formal usability testing including user feedback. Since the 
intended toolkit users will only be accessing the toolkit to evaluate their current EHR, we 
reviewed only usability testing and evaluation methods (phase 7). To help structure our search 
and review, we then developed inclusion criteria for methods focusing on usability testing and 
evaluation. Inclusion criteria included were the following: 

• Evaluation methods that could identify usability problems with an HER. 

• Studies published in English. 

• Studies published between 1980 and 2010. 

We excluded methods that are used for specific applications such as situation awareness 
rating techniques, usability questionnaires that measure multimedia or Web sites such as 
Measurement of Usability of Multimedia (MUMMS) and Web site Analysis and Measurement 
Inventory (WAMMI). We additionally excluded animal studies, commentaries, editorials, 
dissertations, and letters. To develop the master list of usability testing methods using these 
inclusion and exclusion criteria, we initially consulted textbooks,88-98 usability Web sites,99,100 
and usability reports published by AHRQ,1,2 HIMSS,24 and NIST.35 

We then conducted an inventory of methods by reviewing the literature using seven different 
databases, which included PubMed®, CINAHL®, Psych Info, Web of Science, Science Direct, 
ACM Digital Library, and ProQuest. We searched the literature for usability evaluation methods 
to complete the list of testing methods using the following search terms: “usability evaluation 
methods,” “usability inspection methods,” “usability testing methods,” or “usability engineering 
methods.” We reviewed the titles and abstracts of 5,948 articles to determine their relevance in 
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this search for additional usability methods that could be added to the master list of methods. If 
the usability method was labeled as being used in a usability study, we included it in the master 
list. The final master list of methods compiled from this search included heuristic evaluation, 
cognitive walkthrough, predictive modeling (Goals, Operators, Methods, and Selection Rules 
[GOMS] and keystroke level models), remote/automated evaluation, laboratory testing, failure 
mode effects analysis, critical incident technique, Subjective Workload Assessment Technique, 
NASA Task Load Index, Subjective Mental Effort Questionnaire, and usability questionnaires 
(System Usability Scale, Questionnaire for User Interaction Satisfaction, Computer System 
Usability Questionnaire, Software Usability Measurement Inventory, After Scenario 
Questionnaire, Usefulness, Satisfaction and Ease of Use Questionnaire, Perdue Usability Testing 
Questionnaire, and End-User Computing Satisfaction Questionnaire). 

Once we compiled the master list of methods to be reviewed for inclusion in the toolkit, we 
then searched the seven databases listed above by the title of each method. Inclusionary criteria 
for this search were similar to those developed for identifying methods initially, and included the 
following: 

• English language only. 

• Published between 1980 and 2010. 

• Provided detailed information on how the method is carried out, as well as its 
advantages, disadvantages, and psychometric evaluation (when available). 

• Described how the method has been used to evaluate usability of health IT 
applications, specifically EHRs. 

Using the title of each usability testing method as keywords, the primary author then 
performed a secondary search of the literature. This search resulted in 3,402 articles focusing on 
usability evaluation methods. The primary author reviewed the title and abstracts (when 
applicable) of these articles relative to the inclusion criteria, which resulted in 256 relevant 
studies. Full-text versions of relevant studies were retrieved and reviewed. We abstracted from 
each article, the entire reference; a description of the method, benefits, disadvantages of the 
method; psychometric evaluation when available; constructs measured; and if applicable, the 
type of study, number of subjects, and study outcome. We included a total of 137 articles. 

The following section provides a description of the candidate usability evaluation methods 
under consideration for inclusion in the usability toolkit. When considering whether the 
candidate method is appropriate for use in the toolkit, the following criteria were taken into 
consideration: (1) the intended users are primary care clinicians and nonexperts in usability 
evaluation, (2) the environment is the primary care setting, and (3) the method must be able to 
provide quantitative and some qualitative results that could summarize the usability problems 
with the EHR, provide educational feedback regarding these reports, and enable the provision of 
the results in a report format. 
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Candidate Usability Evaluation Methods 
Usability evaluation methods can provide feedback about problems with system design 

before the system is implemented. All of the methods listed below can help identify usability 
problems with a given interface. 

Heuristic Evaluation 
Heuristic evaluation is one of the most commonly used discount evaluation methods due to 

its low cost.101 It is an inspection method that can prospectively uncover problems with a user 
interface, indicate the severity of the problems, and make suggestions for fixing the problems. 
Heuristic evaluation can uncover both major and minor problems not necessarily found with user 
testing.85 Although major problems are generally easier to discover than minor problems and are 
the most important to fix, minor problems can just as easily contribute to data entry errors and 
are easier to find via heuristic evaluation than by other evaluation methods.85 Heuristic 
evaluations that are performed by two or more usability experts can identify more than 50 
percent of the usability problems with an interface.85,102 The method requires that a small set of 3 
to 5 experts evaluate a user interface based on their knowledge of human cognition and interface 
design rules of thumb or heuristics.21,85,88,103,104 Once the experts identify the heuristics violated 
within an interface, experts rate the problems in terms of severity on a scale from 1, indicating a 
cosmetic problem (fix can wait), to 4, indicating a catastrophic problem (immediate fix).21,91,101 
Some examples of heuristics include visibility (users should always be informed of the system 
state), consistency (interface design standards and conventions should be employed), match (user 
model matches system model), minimalist (limited use of extraneous information), memory 
(minimize memory load by using recognition versus recall), flexibility (shortcuts to accelerate 
performance), message (good error messages), error avoidance (prevent errors), closure (clear 
closure on all tasks), reversible actions (undo functions), control (avoid surprising actions), 
feedback (provide informative feedback about actions), language (utilize the users’ language), 
and documentation (help options).85,88 

However, there are some minor drawbacks with this method. Heuristics have not been 
standardized, the heuristics that are published are not well-defined and thus can be interpreted in 
different ways, and the results of the evaluation are highly dependent upon the expertise of the 
evaluators.105,106 Heuristic evaluations are good at exposing the majority of usability problems 
within an interface.107 However, heuristic evaluations cannot reveal all problems within a 
system.108 Using this technique along with other methods may reveal both local (particular 
interface screens) and global problems (system issues).92,105 There are numerous examples of its 
use in evaluating health IT applications.102,109-113 

Cognitive Walkthrough 
Cognitive walkthrough is a usability inspection method that compares the users’ and 

designers’ conceptual model and can identify numerous problems within an interface.93,114,115 It 
can be used to evaluate an interface for ease of learning115,116 and to disclose many problems that 
a first-time user would encounter with system functionality and ease of system use. It defines 
how well the interface supports “exploratory learning,” or how well the first time user can 
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perform a task without formal training.93 It is a technique that focuses on errors in design that 
would interfere with the users performing a task. It also explains mismatches between the users’ 
and the designers’ conception of a task.93 A cognitive walkthrough is conducted by an analyst 
using predefined scenarios addressing four steps that identify the users’ goals and how easy it is 
for users to meet these goals.93 Before beginning this type of analysis, the designer must know 
the users, the respective tasks they will be performing, and the accurate order of actions for each 
task. As the evaluator steps through the actions to accomplish a task, he or she tries to answer 
four questions: (1) will the user try to achieve the correct effect, (2) will the user notice that the 
correct action is available, (3) will the user associate the correct action with the desired effect, 
and (4) will the user notice that progress is being made toward accomplishment of his or her 
goal.93 If the evaluator answers “no” to any of the questions regarding the action leading to the 
goal, then that action is considered to have usability problems.93 

Cognitive walkthroughs tend to find more severe problems,117 but find fewer problems than a 
heuristic evaluation,107 are labor intensive, and require a usability expert.118 Cognitive 
walkthroughs have been successfully used to identify problems with health IT 
applications.69,111,119,120 

Laboratory Testing 
Controlled User Testing. Laboratory-based usability testing in a controlled laboratory 

environment is one way to validate interface design decisions and to test alternative interfaces.85 
It is considered the gold standard of usability engineering methods.121 Lab-based usability testing 
includes both qualitative and quantitative studies since it collects both objective data such as 
performance metrics (e.g., time to accomplish the task, number of key strokes, errors, and 
severity of errors) and subjective data such as the vocalizations of users thinking aloud as they 
work through representative tasks or scenarios. Controlled user testing involves creating a series 
of commonly used task scenarios and asking the user to step through these tasks while thinking 
aloud91,95 about what they are accomplishing while carrying out the tasks. The user is under the 
observation of a trained usability expert who records the events of the session.122 Task 
performance can be measured and the evaluator only provides input if the user cannot complete 
the task without assistance or if the user stops talking. Usability testing also involves creating a 
series of commonly used task scenarios. This technique can be used to test different versions of a 
system with end users. 

The evaluation walkthrough or a pluralistic usability walkthrough is another type of 
controlled user test in which a usability expert walks through the system with the intended users 
observing and commenting on the system.85 The walkthrough process involves creating a 
problem list and assigning a severity level to each of the problems found in the walkthrough. The 
pluralistic usability walkthrough generally involves not only the representative users and 
usability experts, but additionally the developers. 

In addition to performance metrics in controlled user testing, the evaluator can note the 
behavior of the user and any other observations that he or she finds pertinent to the design of the 
system. User testing in a laboratory environment including walkthroughs generally involves five 
or more representative users.96,123-126 These types of usability tests uncover hidden functional and 
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interface design flaws.118 There are numerous examples of studies using this approach 
successfully in the health care domain.18,127-135 

Think aloud methods91 are often used in controlled user testing and require users to talk aloud 
about what they are doing and thinking95 as they use an interface or work through scenarios with 
a prototype. The aim of this technique is to collect procedural information about mental 
processing wherein the investigator can make deductions about problems a potential user may 
have with an interface. It has two benefits: it provides the evaluator information about design 
problems and it shows the evaluator the learnability of the system.105 The use of audio-video 
recordings while the subjects are working with the interface also provides a rich source of data 
for later coding and analysis.127 However, the reliability and validity of the think-aloud protocol 
has been questioned because the subjects’ cognitive processes may be interrupted by the 
evaluator, for example, if the evaluator asks clarifying questions about a participant’s 
comment;136,137 thus it is important to also analyze what the subjects pay attention to within the 
interface, and not just their opinions.105 

Eye-tracking may also be used with controlled user testing. Eye movement studies suggest 
that changes in gaze are directed to the demands of whatever task is at hand.138 Eye-trackers 
record readers’ eye movements as they fixate on words or groups of words or on objects within 
an interface. By superimposing the location of the gaze onto the text, the investigator can 
determine exactly where the subject is looking and the length of time of the gaze. Fixation time 
can provide measures of where the subject is focusing his or her attention.139,140 Numerous 
studies have shown that eye gaze plays a central role in the demands of a task. These studies 
further suggest that gaze control and saccadic eye movements perform a significant role in 
mediating cognition.141-143 Additionally, duration of eye gaze may provide a rough estimate of 
duration of cognitive processes, including a person’s mental workload.143 Thus, eye gaze data are 
quantitative data that are considered an objective approach in the study of cognitive behavior. 

Remote Evaluation 
Remote evaluation provides ecologically valid data from remote locations144 and has several 

benefits such as eliminating the need for participants to travel to the laboratory, decreased costs 
associated with evaluation, and potential ability to engage a diverse group of participants.145-148 
Remote evaluation methods can be used to collect the results of surveys and questionnaires and 
to collect information regarding users’ navigation, keystrokes, task time, usage logs, remote 
recordings of computer screens, qualitative data such as think-aloud protocols, and error rates 
through Web-based screen-recording software.146,149,150 Remote evaluations have been used to 
evaluate Web-based information systems.151-153 There are several different synchronous or 
asynchronous approaches to conducting remote evaluations and these have been classified as 
portable evaluations (usability equipment taken to user site), remote questionnaires or surveys 
(Web-based usability questionnaires), remotely controlled evaluations (the evaluator controls the 
users’ computer remotely), video conferencing as an extension of the usability laboratory, 
instrumented remote evaluation (electronically tracking users actions remotely), and semi-
instrumented remote evaluation (users send only negative task events to evaluators).154,155 
Studies examining the differences between laboratory testing vs. synchronous vs. asynchronous 
remote usability evaluations have shown that laboratory and synchronous remote evaluations 
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identify a similar number of usability problems, while remote asynchronous methods identify 
fewer problems. Yet, due to cost and time savings, using the asynchronous approach is still 
worthwhile.149,150  

Usability Questionnaires 
One of the most common ways to collect self-reported data across tasks is to use usability 

questionnaires. Subjective usability questionnaires measure the users’ experience and 
perceptions with a particular system after using the system in question. These questionnaires can 
identify areas within a system that need improvement and can provide a measurement of the 
overall usability of a system. The questionnaires measure a diverse set of constructs such as 
satisfaction, efficiency, effectiveness, learnability, perceived usefulness, ease of use, information 
quality, and interface quality. There are many valid and reliable usability questionnaires that are 
both proprietary and nonproprietary. Some examples include System Usability Scale (SUS), 
Questionnaire for User Interaction Satisfaction (QUIS), Computer System Usability 
Questionnaire (CSUQ), Software Usability Measurement Inventory (SUMI), After Scenario 
Questionnaire (ASQ), Usefulness, Satisfaction and Ease Of Use Questionnaire (USE), Perdue 
Usability Testing Questionnaire (PUTQ), and End-User Computing Satisfaction Questionnaire 
(EUCS). For a complete description of these questionnaires, see Chapter 7. 

Other Human Factors Methods 

Predictive Modeling—Goals, Operators, Methods, and 
Selection Rules (GOMS) and Keystroke-Level Models (KLM) 

GOMS is a cognitive modeling technique that analyzes human performance in interactive 
systems156,157, such as the speed and the steps the user takes to complete a goal (i.e., ordering 
medications). It is a type of task analysis that analyzes low-level perceptual-motor issues, such as 
keystroking, and can be used to predict task performance; addresses the efficiency and 
complexity of a system; and can optimize parts of a system interface.158 The goals are what the 
user is intending to accomplish. The operators, which can be perceptual, cognitive, or motor, are 
the actions the user takes to accomplish the goals. The methods are the procedures and operators 
of the goals and subgoals. Finally, the selection rules determine the method to use from potential 
alternative methods to accomplish the goal.17 

GOMS and keystroke-level models can be used in the design phase, during development, and 
after implementation with existing systems to determine human performance and interaction 
with a system.159 GOMS is the first step in a cognitive task analysis. It describes procedural 
knowledge the user needs to carry out specific tasks within a system. Although GOMS is less 
expensive than empirical laboratory testing, it must be tested for validity by usability experts 
who watch the users carry out their tasks within a system. 

The Keystroke Level Model (KLM) can identify numerous problems with an interface.160,161 
It shows differences in execution times of each performed task by summing up the time taken for 
keystrokes, pointing, clicking, thinking, waiting, and deciding. The KLM is tedious to perform 
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because it requires the usability expert to determine the goals and subgoals of a task and the 
methods to reach the goals and subgoals, make all assumptions such as typing expertise, code 
each movement of the user such as mouse clicks or keystrokes, and determine the time required 
for the user to make decisions and time for the system to respond to their actions. Finally, the 
expert must sum the times for keystroke or mental operators. KLM can show problems with the 
predicted execution times of an application and point out particular areas where a user might be 
spending an inordinate amount of time with the functionality of an application. When time is a 
factor in performing tasks such as in an environment where productivity is critical, KLM should 
be considered.160,161 See Johnson, Endoh, and Saitwal for examples of how GOMS and KLM 
have been used in health care.17,162,163 

Risk Assessment 
Risk assessment identifies the probability of human error occurrence within a system. These 

approaches include Failure Mode Effects Analysis (FMEA) and critical incident 
techniques.90,97,164 

Failure Mode Effects Analysis (FMEA). FMEA is a method originally used by the military to 
examine the effects of human errors on systems and can examine failures of individuals or teams 
with tasks or functions.90 It is generally conducted by a team of experts including end users, 
designers, developers, and human factors experts who brainstorm within scenarios to determine 
anticipated probabilities of harm associated with tasks.97 The process uses a bottom-up process 
that examines the tasks of the users, speculates on potential failures within the task, and 
determines the consequences from the error.90,165 FMEA has several advantages such as its ease 
of use, and its ability to be used in different application areas.90 It requires very few resources 
and assists the evaluator with determining the severity of the errors by including the 
consequences of the errors. However, the accuracy of this test relies strongly on evaluator 
expertise.90 Drawbacks to this analysis are that it collects qualitative data and the process can be 
time-consuming. FMEA has been used in the health IT domain to evaluate the impact of 
computerized provider order entry on reducing errors in pediatrics and demonstrated a reduction 
in ordering errors.166 

Critical Incident Technique (CIT). CIT is another method that examines the cause for human-
computer interaction problems that occur in task performance.90 It is a way to collect information 
about features, functions, or events within an environment that result in critical incidents such as 
usability problems that can cause medical errors. The technique is conducted by an experienced 
analyst who observes the users’ behavior as the critical incident unfolds, and thus the cause can 
be identified and resolved.167 It can also be measured through questionnaires and structured 
interviews.168 Users can also self-report critical incidents that caused significant losses that are 
recorded in a database and analyzed for trends or clusters of problems related to system or 
human issues.90,164 These trends or clusters can then be used to identify solutions for these 
problems. There are several advantages to this technique: it is helpful for identifying rare events; 
it has high face validity; it can provide information on types of errors, when they occur, and the 
probability of their occurrence; and it is cost effective.90 The disadvantages lie in the subjective 
and potentially fallible issue with self-reporting of events.90 CIT has been successfully used to 
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assess an online evidence system and elicited examples from clinicians on how this system 
affected practice and the delivery of care.169 

Workload Evaluation 
Workload evaluation assesses the workload of the user while he or she works on a prototype 

or developed system. Mental workload has been defined as “the cost of performing a task in 
terms of reduction in the capacity to perform additional tasks that use the same processing 
resource.”170 Workload is measured to calculate the associated costs of performing tasks to 
determine user and system performance. Cognitive load is the amount of cognitive resources, 
particularly working memory that is used during thinking, learning, problem solving, and 
reasoning.171 Since working memory is limited, distractions, new information, and complex 
information have the potential to interfere with clinical decisionmaking and can lead to errors.172 
To assess how usability of a system affects workload (outcome), a controlled test using a 
standard clinical context would need to be done across different EHR products. This evaluation 
would then provide insight into “usability” of one system compared to another. In medicine, it is 
important to have the ability to measure outside of the controlled laboratory how EHRs may be 
contributing to the cognitive load of the clinicians. Although this is generally carried out with a 
cognitive task analysis18 that is expert intensive, the techniques shown below are some examples 
of how to measure workload within a usability toolkit. There are both objective and subjective 
methods.173 The objective methods include the empirical techniques of cognitive task analysis. 
The questionnaires are the subjective methods. 

Subjective Workload Assessment Technique (SWAT). SWAT is the most commonly used 
technique to measure mental workload. It is a multidimensional scale that measures time load, 
mental effort, and psychological stress on three levels (low, medium, and high) for a task being 
carried out and provides an overall workload rating.94,174 SWAT must be normalized with a 
conjoint measurement and scaling procedure to ensure validity prior to use. This requires users 
perform a card-sorting technique.94,175 Although it is considered a reliable and valid tool to 
measure workload, it is a lengthy procedure that makes this technique more complicated than 
others. There are two major limitations with this technique: (1) the scale must be normalized for 
each subject with a card-sorting procedure, and (2) it is not very sensitive for low mental 
workloads.176 The simplified SWAT reduces the pretest completion time and has been proposed 
as an equivalent alternative method.176 No evidence of its use was found as a method to measure 
workload in relation to EHRs. 

NASA Task Load Index ( NASA-TLX). The NASA Task Load Index is a multidimensional 
scale that uses six components on a 20-point scale to measure workload experience: mental 
demand, physical demand, temporal demand, performance, effort, and frustration.94,177-179 
Although NASA-TLX has been used in single domains, it has not been validated to be used in 
multitask situations.177 This method is conducted by asking participants to rate their workload 
after completing a task on the six subscales. After completing all of the tasks, the participants are 
then asked to make 15 paired post-test comparisons, which normalize the ratings for each 
participant.94,177,178 A weighting procedure is then employed to provide one summarized score. 
The instrument has been successfully used in different contexts, such as simulated flight tasks, 
air combat, and vigilance task performance.178 Two of the six workload scales, mental workload 
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and frustration, were used to measure the usability of redesigned computerized clinical 
reminders.58 Hertzum and Simonsen used the NASA-TLX to determine the effects of an 
electronic patient record on mental workload and found significant improvements with using the 
EPR compared to using paper records.180 

Subjective Mental Effort Questionnaire (SMEQ). The Subjective Mental Effort Questionnaire 
contains one scale with nine labeled anchors (scale runs from 0-150) that, for example, ranges 
from “Not at all hard to do” to “Tremendously hard to do” and measures single task effort.181,182 
It is used after users complete each task in a series of tasks.183 One advantage of SMEQ is its 
large number of response choices. The questionnaire has been shown to have high reliability and 
validity.184 No evidence of its use in relation to EHRs was found in the literature. 

Summary. There are many general usability evaluation methods that have been successfully 
used in health care and other domains to assess different aspects of usability of a system. Some 
generic methods described here have been successfully used to assess different aspects of EHR 
usability and some have not been used in this domain. The next chapter provides an assessment 
of these methods and suggestions for the methods that may be incorporated into a usability 
toolkit. Most require human factors expertise; some could be administered by nonexperts. For 
inclusion in the toolkit, it is important to consider self-administration, as primary care clinics will 
not have usability experts to administer these methods and any related instruments. 
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Chapter 6. Assessment of Usability Methods 

Usability Toolkit Selection Criteria 
Based on the scope of the project, guidance from AHRQ and the Technical Expert Panel, and 

factors identified through the consideration of EHR functions, attributes of primary care settings, 
and EHR usability problems, we defined high-level criteria for selecting methods for inclusion in 
the initial toolkit. These criteria include the following: 

1. Applicability to current systems. The methods in the toolkit should be appropriate for 
tests of currently available systems. 

2. Specificity to EHRs. Toolkit methods should be able to assess usability problems both 
general to EHRs as well as those associated with specific EHR functions described in 
Chapter 3. For example, the ability to turn off or suspend alerts provides flexibility 
(usability construct) to a specific EHR function, but the “consistent” placement of buttons 
is a general usability goals across all screens in the EHR. 

3. Usability of output. The methods within the toolkit must provide meaningful results for 
primary care clinicians. 

4. Rigorousness. The methods within the toolkit must be reliable, valid, and able to 
measure the various usability factors described in Chapter 1. 

5. Ease of understanding. Toolkit methods must be easy to understand for nonusability 
experts such as primary care clinicians. 

6. Efficiency. As noted in Chapter 2, usability methods must accommodate busy primary 
care settings. Toolkit methods must be easy to use and should not take more than 30 
minutes to complete. 

7. Self-administration. As noted at the end of Chapter 4, toolkit users should be able to 
apply the method and report the results themselves; the evaluation method should not 
require usability experts to administer and interpret. 

8. Self-contained. The toolkit should not require installation or integration with an EHR. 

Applicability of Usability Methods for EHR Toolkit 
Chapter 5 reviewed a large number of usability evaluation methods. To simplify assessment 

of these methods and assign weights to various criteria, we grouped the criteria above into two 
rankings: low and high. A method was rated low if it did not meet any criteria or met some 
criteria but could not be self-administered. A method was rated high if it met all criteria. Criteria 
5 to 7 were particularly important since it is essential that the methods in the toolkit be rigorous, 
yet easy to apply, rapid, and not require usability experts to interpret. We then assigned one of 
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these ratings to each method; methods with the highest ratings were deemed most appropriate for 
inclusion in the toolkit. In addition to these rankings, we also assessed the relative advantages 
and disadvantages of each method. Table 2 shows the type of method, a brief description of the 
method, its advantages and the disadvantages, and ranking of appropriateness for inclusion in the 
toolkit. 

Recommended Methods for the Toolkit 
The recommendations for the toolkit need to be based on a crosswalk between the 

requirements of the toolkit and the attributes of the methods. The first requirement for the toolkit 
is that it is practical for primary care clinicians. This requirement eliminates many methods, 
specifically, heuristic method, cognitive walkthrough, and laboratory testing, predictive 
modeling, FMEA, and the critical incident technique. The second requirement for the toolkit is 
that the method needs to support different types of clinicians, specialties, workflows, and a 
variety of EHRs. This requirement eliminates the workload evaluation methods since workloads 
will vary by specialty, workflows, and EHR. Remote evaluation is eliminated given the need for 
specialized software to record user events. Table 2 provides a summary of the crosswalk between 
the methods and its appropriateness (based on the toolkit requirements). 

The only method not eliminated is usability questionnaires. They have the following 
attributes: 

• Completed in an approximate 30-minute period. 

• Assess a variety of EHR functionalities and target usability issues identified in Chapter 4 
to varying degrees. 

• Provide an assessment, which has many benefits: (1) for each question, individual users 
of the toolkit could be guided to different educational materials depending on their 
ratings and (2) can target usability for high-risk EHR functionalities. 

• Include measurements at different levels of detail. For instance, these instruments can 
feature overall satisfaction questions as well as specific questions that inform users 
regarding improvements they can make to their own implementation, or inform designers 
about what needs to be redesigned. 

• Include open-ended questions that capture important details of usability issues identified 
by specific questions. Although not analyzed, this information can be captured in a report 
for clinicians to share with vendors. 

For the toolkit to be developed in this project, we recommend usability questionnaires as 
the methods for the EHR usability toolkit. 
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Table 2. Advantages and disadvantages of usability and other human factors methods 

Method 
Description of 

Method Advantages Disadvantages 
Appropriateness 

Ranking 

Heuristic 
Evaluation21,85,88,91,92,101,107,185  

Usability experts 
evaluate a system 
using a set of design 
principles/guidelines. 

Low cost and 
addresses both 
local 
(interfaces) and 
global (system) 
usability 
problems. 

Requires usability 
experts to complete the 
analysis, and it may 
overlook some usability 
problems that could 
only be found with user 
input. 

Low 

Cognitive Walkthrough91,93 

Experts imitate 
users stepping 
through the interface 
to carry out typical 
tasks. Finds 
mismatches 
between users’ and 
designers’ 
conceptualization of 
a task. 

Focuses on 
ease of 
learning for first 
time users. 

Does not determine all 
problems with an 
interface. Requires 
expertise. 

Low 

Controlled user 
testing85,91,95,122,127 

Users test the 
system performing 
representative tasks 
using verbal 
protocols. Testing 
gathers information 
about the users’ 
performance, 
includes post-tests 
of usability and 
observations made 
by the evaluator.  

Performance 
measurements 
can be 
obtained in 
addition to 
verbal protocol 
information. 
Quantitative 
results are easy 
to compare. 

Detailed planning is 
required prior to 
running these tests. 
Requires experts to run 
the tests in controlled 
laboratory. 

Low 
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Table 2. Advantages and disadvantages of usability and other human factors methods (continued) 

Method 
Description of 

Method Advantages Disadvantages 
Appropriateness 

Ranking 

Remote Evaluation144-150,154,155 

System records 
events as user 
works through the 
tasks and collects 
results of 
questionnaires. 
Includes 
asynchronous and 
synchronous 
approaches. 

Accurate 
performance 
measures can 
be obtained. 
Data can be 
ready for 
analysis from 
questionnaires. 

Software can be costly. Low 

Usability Questionnaires Questionnaires 
that measure 
efficiency, 
satisfaction, 
learnability, 
system 
usefulness, 
information quality 
and many other 
measures. 

Questionnaires 
are easy to 
administer 
online and 
provide written 
feedback and 
scores. Many 
are reliable and 
validated. 

May not be specific to 
EHR systems; may only 
focus on assessing overall 
usability.  

High 

Predictive Modeling—
GOMS/KLM156,157,160,161 

Determines user 
goals to complete 
a task, operators 
to perform the 
goal, methods to 
accomplish the 
goal, and selection 
rules to reach the 
goal. Is part of the 
cognitive task 
analysis. 

Calculates the 
time to reach 
the goal. 
Includes Key-
Stroke level 
models. 

Very time intensive and 
requires usability 
expertise. 

Low 
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Table 2. Advantages and disadvantages of usability and other human factors methods (continued) 

Method 
Description of 

Method Advantages Disadvantages 
Appropriateness 

Ranking 
Failure Modes and Effects 
Analysis (FMEA)90 

Analyzes human 
reliability, identifies 
potential failure 
modes, can be 
used to study 
human errors 
based on tasks 
and functions. 

Cost effective 
test and can 
determine 
errors by 
severity, 
permits 
descriptive 
information on 
different types 
of errors. 

Depends on expertise of 
analyst, can be time 
consuming to analyze. 

Low 

Critical Incident Technique90,164,167 Identifies and 
determines design 
flaw via self-report. 

Cost effective. 
A method of 
gathering data 
that can be 
analyzed for 
trends. Helpful 
for rare events, 
has high face 
validity, 
provides 
information on 
types of errors. 

Dependent on users’ 
verbal reports. 

Low 

Subjective Workload Assessment 
Technique (SWAT)94,174,176 

Evaluates 
workload 
measuring time 
load, mental effort, 
and psychological 
stress. 

Most frequently 
cited in 
workload 
literature; 
theoretically 
grounded. 

Scale must be normalized 
for each subject by means 
of a card sorting 
technique, large amount of 
subject preparation and 
training. Subjective rating 
techniques that uses three 
levels: low, medium, high. 
Low sensitivity for low 
mental workloads. 

Low 
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Table 2. Advantages and disadvantages of usability and other human factors methods (continued) 

Method 
Description of 

Method Advantages Disadvantages 
Appropriateness 

Ranking 
Simplified Subjective Workload 
Assessment Technique 
(SWAT)176 

Evaluates 
cognitive/workload 
measuring time 
load, mental effort, 
and psychological 
stress. 

Theoretically 
grounded. 
Correlated well 
with original 
SWAT. 

Needs validation in a 
medical environment. 

Low 

NASA Task Load Index94,177,178 Evaluates 
workload 
measuring mental 
demand, physical 
demand, temporal 
demand, 
performance, 
effort, and 
frustration. 
Measures each 
component 
subscale with 20 
levels. 

Uses an 
adjustment to 
normalize 
ratings. 

Will not determine many 
usability issues. Scale 
must be normalized for 
each subject but less time 
intensive than SWAT. 

Low 

Subjective Mental Effort 
Questionnaire (SMEQ)181,182,184 

Subjective 
measure of mental 
effort. 

Contains one 
scale with nine 
labels that 
measures 
subjective 
mental effort 
after each task 
completed. 
Time limited, 
easy to use. 

Requires analysis by 
usability experts to 
interpret results. 

Low 
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Summary. This chapter reviews a wide range of usability evaluation methods, and assesses 
their advantages, disadvantages, and appropriateness for inclusion in the toolkit. Commonly used 
usability evaluation techniques, such as heuristic evaluations, and more rigorous methods, such 
as laboratory testing, are impractical for primary care settings given the usability expertise and 
resources required for these methods. Usability questionnaires would provide the basis of a 
toolkit for primary care clinicians to enable educational insights into usability issues with their 
current systems. Chapter 7 provides a review of candidate usability questionnaires that could be 
used in the toolkit and offers further recommendations for which instruments might be most 
appropriate. 
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Chapter 7. Review of Usability Questionnaires 

Based on the analysis in Chapter 5, we have identified nine usability questionnaires that 
could consistently identify general usability issues, are easy to understand, could be completed 
quickly, and could be self-administered. We describe these nine questionnaires, outlining their 
advantages and disadvantages, with examples of their use in evaluating health information 
systems, including EHRs. We compare these questionnaires by their reliability, validity, and 
attributes of usability measured (Table 3). To ensure a questionnaire provides high-quality 
results, it should be both reliable and valid. Reliability is a measure of consistency or 
repeatability of a measurement. In other words, the estimate for reliability should be the same 
each time a measurement is used with the same subjects and under the same conditions.186 In 
psychometrics, reliability should be at least 0.70.186 Validity assesses what the questionnaire 
claims to measure or it is the accuracy of the measurement.186 Although reliability is a 
prerequisite for validity, it does not ensure validity. While a measure could consistently measure 
a construct(s), it does not necessarily mean that it is measuring the intended construct(s). The 
chapter concludes with options for including instruments in the toolkit. 

System Usability Scale (SUS) 
The System Usability Scale (SUS) developed by Digital Equipment Corporation is a 10-item 

scale that is scored on a 5-point Likert scale on strength of agreement.187 SUS assesses the 
general usability of a system.188 The scale consists of five positive and five negative statements 
and the scale provides a single summated rating for the system being evaluated. The scale is 
given to respondents after testing or working with a system. The score ranges from 0-100 with 
higher scores indicating better usability.187 SUS has several advantages: (1) can be used to test 
different types of interfaces; (2) it provides one score that is easy to interpret; (3) it provides an 
easy and quick measure to determine the users’ perception of the usability of the system; and 
(4) it is nonproprietary and available for use providing that the source is acknowledged.188 One 
disadvantage is that, due to variable findings regarding the instrument’s reliability, the SUS 
should be used in combination with another method to determine the usability of a system. The 
coefficient alpha, when originally tested, was found to be 0.85 and was based on 77 cases.189 
Later testing by Bangor et al. found the alpha coefficient to be 0.91 based on 2,324 cases.188 
Additionally, Bangor et al. showed some evidence of concurrent validity. The SUS items were 
based on three usability criteria: effectiveness, efficiency, and satisfaction. However, Lewis and 
Sauro190 recently proposed a two-factor structure (usability and learnability) as opposed to a 
unidimensional factor model (measuring just usability).187-189 Borci et al. proposed that usability 
and learnability are independent components of the SUS rating and showed that the factor 
reliability by the alpha coefficient for usability was 0.81 and 0.76 for learnability factors, thus 
they showed a positive correlation of usability and learnability.191 However, their results should 
be considered preliminary since they only tested one system and their user population consisted 
of college students. Both limitations may have affected the association of the two factors. In 
health care, SUS has been used to evaluate the usability of an emergency department information 
system and investigate usability gaps;192 a computerized decision aid for patients on adjuvant 
radioactive iodine treatment;193 an oncology data retrieval, visualization, exploration, and 
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analysis system;194 a method for designing intelligent alarms on monitoring equipment;195 and a 
handheld computer self-management tool for patients with diabetes.196 

Questionnaire for User Interaction Satisfaction (QUIS) 
The Questionnaire for User Interaction Satisfaction was developed at the University of 

Maryland and was designed to evaluate the users’ satisfaction with different aspects of an 
interface.197 QUIS was developed in 1988. In its current version, QUIS 7.0. uses a hierarchical 
approach in which each factor has a main question followed by sub-questions. QUIS consists of 
demographic, overall system satisfaction and interface questions on terminology, screen factors, 
and system feedback, system capabilities, and learning factors, as well as questions on system 
components such as technical manuals, online tutorials, multimedia, voice recognition, virtual 
environments, Internet access, and software installation.198 Each question measures the users’ 
perceptions on a 9-point categorical scale. Additional space is provided to allow the users to 
make comments on the interface factors. QUIS is available in two different formats: a long form 
with 71 questions and a short form with 27 questions. The questionnaire is also available in an 
online format. The overall reliability of QUIS has a Cronbach’s alpha of 0.94197 and 0.95.198 
QUIS is a proprietary questionnaire with licensing fees. The questionnaire has been used in 
many usability evaluation studies in health care. QUIS has been used to study overall user 
satisfaction with a newly implemented EMR system;199 in a formative pre- and post-usability 
evaluation to determine physician acceptance of a redesigned EMR to determine overall user 
satisfaction with the system and user satisfaction with screen layout, terminology used, system 
learnability, and system capabilities;200 to determine user satisfaction with an electronic 
discharge summary in a pediatric intensive care unit;201 to determine nurses’ satisfaction with an 
electronic medication administration record prototype;202 to determine nurses’ evaluation of a 
decision support computer program for pain management;203 in the evaluation of a nurse 
practitioner outcomes database used to track client variables for evaluating clinical outcomes;204 
to evaluate user satisfaction with physician order entry systems;205 and to determine primary care 
physician satisfaction with EMRs.206 

Computer System Usability Questionnaire (CSUQ) 
The Computer System Usability Questionnaire (CSUQ) was also developed by IBM and is a 

slightly modified version of the Post-Study System Usability Questionnaire (PSSUQ).207,208 The 
wording of the CSUQ refers to work situations and not usability testing situations, as PSSUQ 
does. It is a nonproprietary computer-based interface measurement tool.188 CSUQ measures the 
same three factors as PSSUQ: system usefulness, informational quality, and interface quality. 
Overall, the CSUQ’s coefficient alpha is 0.95, with coefficient alphas of 0.93 for system 
usefulness, 0.91 for informational quality, and 0.89 for interface quality.209The CSUQ has 
validity and reliability similar to that of the PSSUQ.209 The questionnaire has been shown to 
work well outside of the usability laboratory. It has been used to determine physician satisfaction 
with effectiveness, efficiency, responsiveness, and learnability of a redesigned EMR system.200 It 
has also been used to determine ease of use of a guideline-based decision support system;210 and 
it has been used to compare users’ overall satisfaction with and perception of system usefulness, 
information quality, and interface between an original and redesigned family history tracking and 
pedigree drawing program.17 



 

36 
 

Software Usability Measurement Inventory (SUMI) 
The Software Usability Measurement Inventory (SUMI) was developed by the Human 

Factors Research Group.211 SUMI is intended to be completed by users who have experience 
with the system being evaluated. SUMI consists of 50 items on an “agree, don’t know, or 
disagree” three-point scale and provides an overarching usability rating across five subscales.212 
The coefficient alpha for SUMI is 0.89 and ranges from 0.71 to 0.92 for each of the 
questionnaire’s five subscales: efficiency, affect, helpfulness, control, and learnability.189 
Efficiency is a measurement of the users’ perception on how the software assists them in their 
work. Affect measures how well the users like the software. Helpfulness measures the adequacy 
of the system’s help function and documentation as well as the degree to which the software is 
self-explanatory. Control is a measurement of the degree to which the users feel like they are in 
control of the software, and learnability measures the speed with which users feel like they can 
learn the software. SUMI is a proprietary questionnaire.188 SUMI has not been widely used in the 
evaluation of health IT systems, but Narasimhadevara et al. used it to evaluate an interactive 
transplant nursing system in a hospital setting.213 

After Scenario Questionnaire (ASQ) 
The After Scenario Questionnaire (ASQ) was developed by IBM and measures user 

satisfaction with a three-item scale.207,214,215 This brief nonproprietary questionnaire is designed 
to be completed directly following scenario usability studies.188,216 The items are measured on a 
seven-point Likert scale that is anchored at the end points with “strongly agree” and “strongly 
disagree.” The items measure ease of task completion, time required to complete the tasks, and 
satisfaction with support information. It should be noted that the findings from the psychometric 
evaluation of ASQ have limited generalizability due to the less than optimal sample size for the 
factor analysis .215 The coefficient alpha for ASQ is 0.93.207 There was no evidence of use of 
ASQ to measure the usability of health information systems. 

Usefulness, Satisfaction, and Ease of Use Questionnaire 
(USE) 

The Usefulness, Satisfaction, and Ease of Use (USE) questionnaire was developed by Lund 
and can be used to evaluate any interface.188 It is a nonproprietary 30-item questionnaire that 
measures usefulness, satisfaction, and ease of use of an interface using a seven-point Likert 
agreement scale.217 Although Lund reports high Cronbach’s alphas for the questionnaire’s items, 
he does not provide the actual measurements. However, according to Lund a partial correlation 
suggests that two of the factors measured by this questionnaire, usefulness and ease of use, 
influence each other, meaning that improvement in one will influence the other. Based on results 
from the literature review, it does not appear this questionnaire has been used to evaluate health 
information systems. 
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Perdue Usability Testing Questionnaire (PUTQ) 
The Perdue Usability Testing Questionnaire (PUTQ) is a 100-item questionnaire that is based 

on human information processing theory and includes eight factors.218 These factors are 
compatibility, consistency, flexibility, learnability, minimal action, minimal memory load, 
perceptual limitation, and user guidance. The reported Cronbach’s alpha’s ranged from 0.59 to 
0.81 with an average of 0.70.218 The PUTQ can be used to evaluate any interface, but the items in 
the questionnaire are primarily focused on graphical user interfaces.218 There is no evidence of 
its use to evaluate health information systems. 

End-User Computing Satisfaction Questionnaire (EUCS) 
The End-User Computing Satisfaction Questionnaire (EUCS) was developed by Doll and 

Torzadeh in 1988. EUCS is a multidimensional instrument and measures user satisfaction with 
all types of applications.219 The questionnaire uses a five-point Likert scale. It is a reliable and 
valid instrument that can be used as a general measure of user satisfaction with an information 
system.220,221 EUCS has 12 items that measure five components of end-user satisfaction: content, 
accuracy, format, ease of use, and timeliness. Doll and Torzadeh report the reliability of EUCS 
to be 0.92. The reliability of each factor was 0.89 for content, 0.91 for accuracy, 0.78 for format, 
0.85 for ease of use, and 0.82 for timeliness.219 This instrument has been applied to various 
information technologies such as email applications222 and decision support.223 In a cross-
sectional survey, the instrument was used to compare the use of an EMR system to complete 
clinical tasks and showed moderate satisfaction with the EMR.224 
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Table 3. Characteristics of usability questionnaires reviewed 
 SUS188 SUMI189 ASQ215 CSUQ207 QUIS197  USE217 PUTQ218 EUCS136 

Survey Length 
(number of items) 

10 50 3 19 27/71  30 100 12 

Reliability 0.85-0.91 0.89 0.93 0.95 0.94  NR* 0.59-0.81 0.92 
Validity Convergent 

 
Construct Concurrent Content & 

Construct 
External  NR Content & 

Criterion 
Convergent & 
Discriminant 

Overall Usability X   X      

Learnability X X   X     

Efficiency  X X      X 

Helpfulness  X        
Control  X        

Effectiveness   X  X    X 
Satisfaction   Affect X  X  X   

Usefulness    X   X   
Ease of Use       X  X 

Information quality    X      

Interface quality    X X     

Demographics     X     
Interface factors**      X     

System 
components***  

    X     

Compatibility        X  
Consistency        X  

Flexibility        X  

Minimal action        X  
Minimal memory load        X  
Perceptual limitation        X  
User guidance        X  
Content         X 

Format         X 

* NR = not reported. 
** Interface factors include terminology and system feedback, screen, learning, and system capabilities. 
***Components include technical manuals, online tutorials, multimedia, voice recognition, virtual environments, Internet access, and software installations. 



 

39 
 

Questionnaire Recommendations 
The questionnaires reviewed measure a range of factors as outlined in Table 3, and all use 

Likert scales to determine strength of agreement. Some questionnaires measure few factors such 
as the System Usability Scale (SUS), which simply provides a measure of overall system 
usability, while others, such as the Questionnaire for User Interaction Satisfaction (QUIS) 
measure many different factors. All of the questionnaires included in this review had published 
psychometrics with the exception of the Usefulness, Satisfaction, and Ease of Use (USE) 
questionnaire. All of the reliabilities of the remainder of the questionnaires exceeded 0.80 with 
the exception of the Perdue Usability Testing Questionnaire (PUTQ), which had an average 
reliability of 0.70. With the exception of USE, all questionnaires have some measurement of 
validity. Although measurement of usability goes beyond subjective ratings of a system’s 
usability and should include measurable outcomes such as task completion time, error rate, ease 
of learning, and so forth, obtaining these other measurable criteria requires usability expertise 
and is not realistic to include in the toolkit. 

All of the usability questionnaires reviewed in this chapter were developed to measure 
overall system usability or measure general usability issues—none were developed specifically 
for EHRs. We summarize some of the advantages and disadvantages with each questionnaire we 
reviewed as follows: 

• SUS is a short nonproprietary questionnaire, could be easily self-administered, and has 
good reliability and validity. However, it only measures overall usability and is not 
comprehensive enough for determining usability issues with an EHR. 

• SUMI is more comprehensive than SUS, has identified reliability and validity, but it is 
proprietary and, again, not specific to an EHR. 

• ASQ is a short three-item usability questionnaire that assesses user satisfaction after 
completing scenarios. Although it has good reliability and validity, it is not 
comprehensive enough for use in the usability toolkit. 

• USE does not have any published psychometric evaluation data. 

• PUTQ is a 100-item questionnaire with variable factor reliability and could be used to 
evaluate any interface. There was no evidence of its use in evaluating EHRs. 

• EUCS is a short nonproprietary questionnaire that can be easily self-administered and has 
good reliability and validity. However, it is not comprehensive enough for determining 
specific usability issues with the EHR. 

• CSUQ is a short nonproprietary questionnaire, could be easily self-administered, and has 
the best reliability metrics of all of the questionnaires reviewed. However, it only 
measures three factors of usability: system usefulness, informational quality, and 
interface quality. 
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• QUIS is a proprietary questionnaire that measures not only quantitative usability 
issues, but also includes a qualitative component. Its reliability is very near the 
reliability of CSUQ, but measures more factors than CSUQ. 

Based on this outline of the questionnaires, none in their current state could adequately assess 
the usability problems specific to an EHR as outlined in Chapter 4—an important criterion in 
assessing usability methods. Therefore, we are recommending the development of a set of EHR 
usability questions that target known EHR usability issues and primary care setting attributes. 

Summary. This chapter reviews nine usability questionnaires (Appendix C contains links to 
and some samples of usability questionnaires reviewed in our analysis), and assesses their 
advantages, disadvantages, and appropriateness for inclusion in the toolkit. 
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Chapter 8: Conclusions 

The purpose of this report is to inform the development of a toolkit for primary care 
providers to assess EHR usability. Each chapter provides either a component of the framework 
for the toolkit or directs the approach. 

Chapter 2, Defining EHRs and Usability, provides two core aspects of the conceptual 
framework for the toolkit. The EHR functionalities (i.e., health information display, order entry, 
results management, CDS, electronic communications/coordination, patient support, reporting 
and population health management, and administrative process) serve as the clinical framework 
for the toolkit. The TURF framework (useful, usable, and satisfying) serves as the usability 
framework. 

The findings of Chapter 3, Primary Care Attributes, and Chapter 4, Usability Issues in EHRs, 
will help target high-risk areas for the toolkit to address. Moreover, the toolkit will be developed 
to help users flag usability issues known to impact patient safety and physician use. 

The methods and tools to measure usability provide an opportunity to assess the different 
approaches that the toolkit might employ, each having its limitations and benefits (Chapter 5). 
However, given the requirements for the toolkit (Chapter 6), it is clear that the only method that 
can be incorporated in a toolkit for clinicians is the questionnaire. Unfortunately, none of the 
currently available questionnaires have been developed for evaluating the usability of an EHR, 
nor have any been validated to use in their evaluation (Chapter 7). 

This toolkit we propose would consist of three parts: analysis, education, and tailoring. The 
analysis component would consist of questions sets addressing a usability issue in the 
appropriate clinical context. The education component would provide information on that 
usability issue and why it is important to a clinician to identify and understand. Finally, the 
tailoring component will provide a summary that clinicians can share with vendors and EHR 
certifying bodies to complement their user-centered design programs. 
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scale (SUS) data collected while conducting 206 studies 
and 2,324 individual surveys. Results showed the system 
usability scale to be very robust. This presents a statement-
by-statement analysis, factor analysis, and reliability 
analysis, and describes the various uses of SUS, the 
specific details of the SUS score, and explains a 
modification to SUS. 
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and practice. IEEE T Prof Commun 2000;43(3):261-78. 

The authors review how use of think-aloud protocols 
differs from the seminal work of Ericsson and Simon. They 
present how their new approach deals with problems that 
require interventions which are not outlined by Ericsson 
and Simon. 

Borsci S, Federici S, Lauriola M. On the dimensionality of 
the System Usability Scale: A test of alternative 
measurement models. Cogn Process 2009;10(3):193-7. 

The authors tested the unidimensional model of SUS and 
the two-factor model of SUS proposed by Lewis and Sauro 
(usability and learnability), and did not find a fit to the data. 
They hypothesized that usability and learnability are 
independent factors of SUS. 

Brooke J. SUS - A quick and dirty usability scale. In: 
Jordon PW, Thomas B, Weerdmeester BA, et al., editors. 
Usability evaluation in industry. London: Taylor & Francis; 
1996. p. 189-94. 

Brooke, the founder of the System Usability Scale (SUS), 
discusses this robust and reliable scale and the technique of 
selecting questions to elicit extreme expressions of attitude 
when constructing the Likert based scale. The scale, which 
is administered after participants have used the system, but 
prior to discussion about the system, provides a usability 
score from 0 to 100. 

Burkle T, Engel PA. When usage and user satisfaction 
differ: The case of an electronic discharge summary. Stud 
Health Technol Inform 2007;12(pt2):1093-7. 

Burkle and Engel employed a longitudinal study over an 
11-month period utilizing system logs and questionnaires 
including a modified questionnaire of user satisfaction 
(QUIS) to assess system use and user satisfaction before 
and after introduction of an electronic discharge letter 
application in a German university hospital. As compared 
to a previous study in an Austrian hospital using 
comparable methods, the researchers noted that user 
satisfaction was lower as use of the new discharge letter 
increased. 

Chin JP, Diehl VA, Norman KL. Development of an 
instrument measuring user satisfaction of the human-
computer interface. In: Soloway E, Frye D, Sheppard SB, 
editors. CHI ‘88 Conference on human factors in 
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conference on Human factors in computing systems; 1988 
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develop the Questionnaire for User Interface Satisfaction 
(QUIS) using two pairs of software categories: 
liked/disliked and the standard command line system (CLS) 
and a menu-driven application (MDA). For the QUIS, 
which measures subjective user ratings of the human 
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computer interface, the study established external validity, 
but did not establish construct or predictive validity. The 
reliability of QUIS was 0.94. 

Doll WJ, Torkzadeh G. The measurement of end-user 
computing satisfaction. MIS Quar 1988;12(2): 
259-74. 

Doll and Torkzadeh report on the development and testing 
of an instrument to measure end-user computer satisfaction, 
which showed construct and discriminant instrument 
validity, adequate reliability, as well as criterion-related 
validity. End-user design involvement was positively 
correlated with end-user satisfaction and the authors noted 
that further validation was necessary. 

Doll WJ, Xia W, Torkzadeh G. A confirmatory factor 
analysis of the end-user computing satisfaction instrument. 
MIS Quart 1994;18(4):453-61. 

Doll and Torkzadeh validate the end-user computing 
satisfaction instrument. The cross-validation study shows 
evidence of a multifaceted construct that consists of five 
subscales. These subscales are content, accuracy, format, 
ease of use, and timeliness. The items show adequate 
reliability and validity. 

Goud R, Jaspers MW, Hasman A, et al. Subjective usability 
of the CARDSS guideline-based decision support system. 
Stud Health Technol Inform 2008;136:193 8. 

A modified version of the computer system usability 
questionnaire was used to assess user acceptance of a 
clinical decision support system for outpatient cardiac 
rehabilitation. Satisfaction with the system was positively 
correlated with those clinicians who integrated the system 
into their usual routine. 

Harrison AW, Rainer RK. A general measure of user 
computing satisfaction. Comput Human Behav 
1996;12(1):79-92. 

The results of this study support the work of Doll and 
Torkzadeh (1988) with the End-User Computer Satisfaction 
Instrument for measuring user satisfaction with computer 
applications. The authors additionally note that their 
research indicates this usability instrument may be used to 
measure general user satisfaction with all personnel across 
all applications rather than with just one specific 
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Harper B, Slaughter L, Norman K. Questionnaire 
administration via the WWW: A validation & reliability 
study for a user satisfaction questionnaire. In: Lobodzinski 

S, Tomek I, editors. World Conference on the WWW, 
Internet & Intranet. Proceedings of WebNet 97; 1997 Nov 
1-5; Toronto, CA. Charlottesville (VA): AACE; 1997. p. 
808-10. 

Harper et al. discuss the advantages of utilizing the WWW 
to administer the QUIS, namely lower costs, less time for 
data collection, access to a highly specialized user 
population, and minimal delay between exposure to an 
interface and measures of satisfaction. Other advantages 
noted were the ability to include a greater number of 
subjects, thereby increasing the reliability of statistical 
results. 

Hortman PA, Thompson CB. Evaluation of user interface 
satisfaction of a clinical outcomes database. Comput 
Inform Nurs 2005;23(6):301-7. 

The study by Hortman and Thompson used the 
questionnaire for user interaction satisfaction (QUIS) for an 
evaluation of an outcomes database used by nurse 
practitioners to evaluate clinical patient outcomes and 
process improvement projects. They conclude that interface 
designers can become too close to the design to recognize 
problems, and information from the QUIS ratings can be 
used to modify screen design prior to database 
implementation to increase usability. 

Im EO, Chee W. Evaluation of the decision support 
computer program for cancer pain management. Oncol 
Nurs Forum 2006;33(5):977-82. 

Im et al. used the questionnaire for user interaction 
satisfaction to measure acceptance of a decision support 
computer program for cancer pain management. Findings 
showed the decision support computer program to have 
accuracy and acceptability and to offer valuable evidence-
based practice guidelines for managing pain in cancer 
patients. 

Jaspers MWM, Peute LWP, Lauteslager 
A, et al. Pre-post evaluation of physicians’ satisfaction with 
a redesigned electronic medical record system. Stud Health 
Technol Inform 2008;136:303-8. 

The authors used the questionnaire for user interaction 
satisfaction and the computer usability satisfaction 
questionnaire to determine what aspects of a redesigned 
electronic medical record system met user satisfaction. 
Both questionnaires were distributed to 150 clinicians who 
had used both the old version of the electronic medical 
record and the redesigned electronic medical record. They 
found that overall user satisfaction was high for both 
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systems, but also determined problems with screen layout 
and interaction with the newly designed system. 

Johnson CM, Johnson TR, Zhang J. A user-centered 
framework for redesigning health care interfaces. 
J Biomed Inform 2005;38(1):75-87. 

A case study used the computer system usability 
questionnaire to compare user satisfaction with the original 
family history tracking and pedigree drawing program with 
a redesigned system. The redesigned system showed 
improvement in system usefulness, information quality, and 
interface quality. 

Kirakowski J. Available at: SUMI Questionnaire 
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http://sumi.ucc.ie/sumipapp.html. Accessed February 10, 
2011. 
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helpfulness, control, and learnability as tested by three 
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visualization and exploration of time-oriented data of 
multiple patients. Artif Intell Med 2010;49(1):11-31. 
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of Time Oriented Records (VISTORS). A system usability 
scale (SUS) questionnaire was used to determine the 
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studies: Psychometric evaluation over three trials. 
Indianapolis (IN): IBM; 1991. Technical Report 54.584. 
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Scenario Questionnaire (ASQ). The printer scenario 
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questionnaire for computer usability studies: The ASQ. 
ACM SIGCHI Bull 1991;23(1):78-81. 
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psychometric evaluation of the After-Scenario 
Questionnaire (ASQ), the Printer Scenario Questionnaire 
(PSQ), the Post-Study System Usability Questionnaire 
(PSSUQ), and the Computer System Usability 
Questionnaire (CSUQ). A sample of each scale is provided 
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Hoboken (NJ): John Wiley & Sons, Inc.; 2006. p. 1275-
316. 
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confidence interval computations, and important concepts 
concerning the use of standardized usability questionnaires. 
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SUMI, PSSUQ, and the CSUQ. 

Lewis JR, Sauro J. The factor structure of the system 
usability scale. In: Kurosu M, editor. Human Computer 
Interaction International Conference (HCII 2009). 
Proceedings of the 1st International Conference on Human 
Centered Design; 2009 Jul 19-24; San Diego, CA. 
Heidelberg (DE): Springer-Verlag Berlin; 2009. p. 94-103. 

Lewis and Sauro present the results of their factor analysis 
on the 10-item system usability scale. They showed that the 
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scale has two factors; usability (eight items) and 
learnability (two items). These scales correlate highly with 
the overall SUS and have coefficient alphas of .91 
(usability) and .70 (learnability). This study provided new 
evidence that the system usability scale could provide 
information on overall usability or on both usability and 
learnability. 
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usability: A method for comparing the relative usability of 
different software systems. Behav Inform Technol 
1997;16(4):267-78. 
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development of the Perdue Usability Testing 
Questionnaire. The questionnaire is based on human 
information processing theory. The questionnaire showed 
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based validity and reliability. 

Lund A. Available at: STC Usability SIG Newsletter. 
Measuring usability with the USE questionnaire. 
http://www.stcsig.org/usability/newsletter/0110_measuring
_with_use.html. Accessed February 11, 2011. 
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many different domains. While it is noted that the USE has 
been utilized successfully by many different entities, Lund 
states that the development of the questionnaire is not 
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psychometric instrumentation process. 

Lutes KD, Chang K and Baggili IM. Diabetic e-
management system (DEMS). In: Latifi S, editor. New 
Generations. ITNG ‘06 Proceedings of the Third 
International Conference on Information Technology; 2006 
Apr 10-12; Las Vegas, NV. Washington, DC: IEEE 
Computer Society; 2006. p. 619-24. 

Lutes et al. utilized the system usability scale (SUS) to 
evaluate the usability of a handheld computer system and 
custom software which allowed patients to enter and upload 
health data for use by clinicians. Results of the SUS scores 
revealed that the patients thought the system to be usable. 

Murff HJ, Kannry J. Physician satisfaction with two order 
entry systems. J Am Med Inform Assoc 2001;8(5): 
499-509. 

Physician satisfaction was assessed with the questionnaire 
for user interaction satisfaction to determine user 
satisfaction with two physician order entry systems; one 
was a commercial system and the other was the Department 

of Veterans Affairs Computerized Patient Record System 
(CPRS). Results showed that the physicians were more 
satisfied with the CPRS and this was correlated with their 
ability to carry out their tasks in a “straightforward” way. 

Narasimhadevara A, Radhakrishnan T, Leung B, et al. On 
designing a usable interactive system to support transplant 
nursing. J Biomed Inform 2008;14(1):137-51. 

The authors utilized a combination of agile programming 
and user centered design to develop an interactive system 
for transplant nurses. The system was evaluated with the 
system usability measurement inventory and found to be a 
well accepted, very usable, and high-quality product. 

Nunnally JC, Bernstein I. Psychometric theory (3rd ed.). 
New York: McGraw-Hill; 1994. 

This is a classic comprehensive textbook in psychometric 
theory. It takes into consideration broad measurement 
problems that occur in research. 

Otero A, Felix P, Barro S, et al. Addressing the flaws of 
current critical alarms: A fuzzy constraint satisfaction 
approach. Artif Intell Med 2009;47(3):219-38. 

Otero et al. utilize the system usability scale (SUS) in their 
design of an intelligent alarm system which addresses the 
current flaws and limitations of threshold alarms. SUS 
scores revealed that the physicians believed the system to 
be significantly more usable (76.8) than did the nurses 
(57.5). 

Sawka AM, Straus S, Gafni A, et al. A usability study of a 
computerized decision aid to help patients with early-stage 
papillary thyroid carcinoma in decisionmaking on adjuvant 
radioactive iodine treatment. Patient Educ Couns 2010;Aug 
21:Epub ahead of print. 

Sawka et al. used the system usability scale (SUS) to 
determine the usability of a patient-directed decision aid for 
patients with early papillary thyroid cancer for the purpose 
of evaluating treatment choices. Results showed the 
decision aid to be acceptable and to significantly increase 
medical knowledge in patients with and without thyroid 
cancer. 

Sittig DF, Kuperman GJ and Fiskio J. Evaluating physician 
satisfaction regarding user interactions with an electronic 
medical record system. In Proceedings of the American 
Medical Association Annual Symposium, 1999; 400-404. 

The authors used the questionnaire for user interaction 
satisfaction to assess the usability of an electronic medical 
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record. The questionnaire was distributed to 75 primary 
care clinicians. The authors found that user satisfaction was 
most correlated with screen design and layout and not the 
response time of the system. 

Staggers N, Kobus D, Brown C. Nurses’ evaluation of a 
novel design for an electronic medication administration 
record. Comput Inform Nurs 2007;25(2):67-75. 

This study used the questionnaire for user interaction 
satisfaction to evaluate an electronic medication 
administration record prototype. The authors found the 
usability evaluation to be positive based on the quantitative 
scores and comments from the instrument. 

Van Veenendall E. Questionnaire based usability testing. 
In: Unknown, editor. EURO & Y2K: The industrial impact. 
Conference Proceedings of the European Software Quality 
Week; 1998 Nov 9-13; Brussels, BE. San Francisco (CA): 
Software Research, Inc.; 1998. p. 1-9. 

The authors describe the Software Usability Measurement 
Inventory and discuss practical applications, cost benefits, 
and the advantages and disadvantages of the questionnaire. 
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Appendix C: Web Sites for Nonproprietary Usability 
Questionnaires  

This appendix lists Web addresses where the nonproprietary (publicly available) usability 
questionnaires we reviewed for this report may be accessed. 

Web sites for nonproprietary usability questionnaires 

a. After-Scenario Questionnaire (ASQ) – 
http://hcibib.org/perlman/question.cgi?form=ASQ

b. Computer System Usability Questionnaire (CSUQ) – 
http://hcibib.org/perlman/question.cgi

c. Post-Study System Usability Questionnaire (PSSUQ) – 
http://drjim.0catch.com/usabqtr.pdf

d. Purdue Usability Testing Questionnaire (PUTQ) – 
http://hcibib.org/perlman/question.cgi?form=PUTQ

e. Usefulness, Satisfaction, and Ease of Use Questionnaire (USE) – 
http://www.stcsig.org/usability/newsletter/0110_measuring_with_use.html

f. End-User Computing Satisfaction Instrument (EUCS) – 
http://www.jstor.org/stable/pdfplus/248851.pdf

http://hcibib.org/perlman/question.cgi?form=ASQ
http://hcibib.org/perlman/question.cgi
http://drjim.0catch.com/usabqtr.pdf
http://hcibib.org/perlman/question.cgi?form=PUTQ
http://www.stcsig.org/usability/newsletter/0110_measuring_with_use.html
http://www.jstor.org/stable/pdfplus/248851.pdf
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Appendix D. Sections From the Questionnaire for User 
Interface Satisfaction (QUIS) 

This appendix provides a sample of parts from the Questionnaire for User Interaction 
Satisfaction—a proprietary questionnaire. 

QUIS Sample Parts (Copyright © 1984, 1993, 1998. University of Maryland. All rights 
reserved.). 

Identification number:  _______________________ 

System code: _______________________ 

Age: ______ 

Gender: ____ male 

____ female 

PART 1: System Experience 

1.1 How long have you worked on this system? 

__ less than 1 hour __ 6 months to less than 1 year 

__ 1 hour to less than 1 day __ 1 year to less than 2 years 

__ 1 day to less than 1 week  __ 2 years to less than 3 years 

__ 1 week to less than 1 month __ 3 years or more  

__ 1 month to less than 6 months 
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PART 3: Overall User Reactions 

Please circle the numbers which most appropriately reflect your impressions about using this computer system. 
Not Applicable = NA. 

3.1 Overall reactions to the system: terrible  wonderful  
1 2 3 4 5 6 7 8 9 NA 

3.2 frustrating satisfying 
1 2 3 4 5 6 7 8 9 NA 

3.3 dull stimulating 
1 2 3 4 5 6 7 8 9 NA 

3.4 difficult easy 
1 2 3 4 5 6 7 8 9 NA 

3.5 inadequate power adequate power 
1 2 3 4 5 6 7 8 9 NA 

3.6 rigid flexible 
1 2 3 4 5 6 7 8 9 NA 

PART 4: Screen 

4.1 Characters on the computer screen hard to read easy to read 
1 2 3 4 5 6 7 8 9 NA 

4.2 Highlighting on the screen   unhelpful  helpful  
1 2 3 4 5 6 7 8 9 NA 

4.3 Screen layouts were helpful never always 
1 2 3 4 5 6 7 8 9 NA 

4.4 Sequence of screens confusing clear 
1 2 3 4 5 6 7 8 9 NA 

Please write your comments about the screens here: 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 
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PART 5: Terminology and System Information 

5.1 Use of terminology throughout system inconsistent consistent 
1 2 3 4 5 6 7 8 9 NA 

5.2 Terminology relates well to the work you are 
doing 

never always 
1 2 3 4 5 6 7 8 9 NA 

5.3 Messages which appear on screen inconsistent consistent 
1 2 3 4 5 6 7 8 9 NA 

5.4 Messages which appear on screen confusing clear 
1 2 3 4 5 6 7 8 9 NA 

5.5 Computer keeps you informed about what it 
is doing 

never always  
1 2 3 4 5 6 7 8 9 NA 

5.6 Error messages unhelpful helpful 
1 2 3 4 5 6 7 8 9 NA 

Please write your comments about terminology and system information here: 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

PART 7: System Capabilities 

7.1 System speed too slow fast enough 
1 2 3 4 5 6 7 8 9 NA 

7.2 The system is reliable never always 
1 2 3 4 5 6 7 8 9 NA 

7.3 System tends to be  noisy  quiet 
1 2 3 4 5 6 7 8 9 NA 

7.4 Correcting your mistakes difficult easy 
1 2 3 4 5 6 7 8 9 NA 

7.5 Ease of operation depends on your level of 
experience 

never always 
1 2 3 4 5 6 7 8 9 NA 
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Please write your comments about system capabilities here: 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

PART 8: Technical Manuals and On-line help 

8.1 Technical manuals are confusing clear 
1 2 3 4 5 6 7 8 9 NA 

8.2 Information from the manual is easily 
understood 

never always 
1 2 3 4 5 6 7 8 9 NA 

8.3 Amount of help given inadequate adequate 
1 2 3 4 5 6 7 8 9 NA 

Please write your comments about technical manuals and on-line help here: 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 

_________________________________________________________________________________________ 
_________________________________________________________________________________________ 
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